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R. A. Merig 
Department of Applied Mathematics, 

Research Institute for Basic Sciences, 
TUBITAK, 

Gebze, Kocaeli, Turkey 

Shape Optimization and 
Identification of Solid Geometries 
Considering Discontinuities 
Shape sensitivity analysis of heat-conducting bodies is performed in general terms 
incorporating interface conditions and boundary singularities. Adjoint variables 
and the material derivative concept are utilized to obtain the material derivatives of 
volume and surface integrals of temperature and heat flux. Two illustrative ex
amples are then analyzed by iterative numerical techniques incorporating the bound
ary element method of discretization. In the first problem, the interface position in a 
nonhomogeneous material is optimized for a minimum of total surface heat flow. 
The second problem involves the determination of the solidification interface shape 
in the so-called steady-state one-phase Stefan problem. Numerical results, checked 
by exact solutions, where available, indicate that the proposed solution procedure is 
suitable for free boundary problems in heat transfer. 

1 Introduction 
Shape optimization, identification, Stefan, and other free 

or moving boundary problems may be thought of as shape in
verse problems (SIP), in which the positions of free bound
aries or interfaces are determined along with the solutions of 
field variables. In such problems the missing data (i.e., the 
position of free boundaries) are compensated for by the 
presence of the so-called inverse problem conditions (IPC). If 
such a condition is composed of the minimization of an objec
tive function (subject to any constraints), then the corre
sponding SIP may be considered as an optimal SIP (compare 
shape optimization). On the other hand, an exact SIP requires 
the satisfaction of a functional equation (i.e., the IPC) exactly 
(compare shape identification). It may be noted that for solu
tion purposes exact SIPs may be recast as optimal SIPs, or 
vice versa. 

In the case of shape optimization problems, Barone and 
Caulk (1982) analyzed optimal thermal design of compression 
molds by boundary element methods. The rate of heat loss 
from a body surrounded by a layer of homogeneous insulation 
was minimized by Curtis (1983) employing a perturbation 
technique. Much literature is available on the optimization of 
extended surfaces (see, for example, a recent study by Hyrmak 
et al., 1985). However, most of the optimization studies on 
fins are simplified by the fact that the shape parameters are 
directly incorporated into the field equations. In a study of 
this type Meric, (1986) has optimized the insulation thickness 
distribution over a heat-conducting body by utilizing bound
ary element methods. It is also noted that vast literature is 
available on structural (i.e., nonthermal) shape optimization 
problems (e.g., see the recently published NATO ASI Series 
Book, edited by Mota Soares (1987) and references cited 
therein). In fact, the present analysis can be regarded as an ex
tension of formulations in structural optimization problems. 

In some of the exact SIPs, for example, Stefan 
(melting/solidification) problems (see Crank, 1981), the IPC 
is an explicit condition, that is, the function (or its time 
derivative) characterizing the unknown (free or moving) 
boundary can be solved directly in terms of the field variables. 
The SIPs with implicit IPCs, on the other hand, find by far 
most applications in the so-called shape identification prob
lems. Such problems appear in, for example, nondestructive 
testing of flaws and cavities in bodies, as studied by Hsieh et 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 3, 
1987. Keywords: Conduction, Moving Boundaries, Phase-Change Phenomena. 

al. (1982) and Hsieh and Kassab (1986). Boundary element 
methods (BEM) were utilized for some SIPs governed by 
Navier's equations of elasticity and Laplace's equation by 
Tanaka and Masuda (1986), Mota Soares et al. (1987), Kwak 
and Choi (1987), and Meric (1987, 1988). Murai and Kagawa 
(1986) and Kagawa et al. (1983) employed the BEM and finite 
element methods for determining the interface between 
Laplace and Poisson domains. For such free boundary prob
lems analytical methods, for example, conformal mapping 
(Siegel, 1982) and inverse formulation (Siegel, 1986; Bell, 
1985) techniques, proved sometimes to be effective in two-
dimensional problems, while numerical methods using the 
BEM, finite element methods, and integrated penalty methods 
with finite differencing (Natori and Kawarada, 1981) have the 
advantage of generality. 

In the present analysis, a shape sensitivity analysis (SSA) of 
a general integral functional of temperature and heat flux is 
first performed by borrowing techniques from structural op
timization. Namely, the adjoint variable method and the 
material derivative (MD) concept (Haug et al., 1986; Dems 
and Mroz, 1984) are utilized in order to find the total variation 
of the integral functional with respect to variations of the do
main geometry. Discontinuities in the boundary data, 
piecewise regular boundary surfaces, and interface conditions 
in the domain are all accommodated in the SSA. 

Two two-dimensional example problems are than analyzed 
by utilizing the general SSA expressions. A material interface 
position in a nonhomogeneous hollow solid body is optimized 
in the first problem. A steady-state one-phase Stefan problem, 
involving a solidification free boundary with discontinuities, is 
then investigated as the second example problem. For both 
problems iterative numerical methods are proposed employing 
the BEM of discretization. 

2 Primary Problem 

Consider a three-dimensional isotropic solid body with 
temperature-independent material properties. Under steady-
state conditions, the heat conduction equation may be written 
in V-a as 

V«(A:vr) + Q = 0 (1) 
where V is the volume of the solid body containing a discon
tinuity surface a across which the thermal conductivity k may 
undergo a finite jump (refer to Fig. 1); Tis the temperature. 
The discontinuity surface a has its bounding curve y0 on the 
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s-r =s.s.s 
i , = 

H = ^ t 

V-cr= V*.V~ 

Fig. 1 Schematic of a solid body with a discontinuity surface u and a 
discontinuity line y 

surface S of V, as shown in Fig. 1. However, a may be a closed 
surface with y„ being a null set. 

Mixed boundary conditions are imposed on S, where any 
discontinuities of the boundary data are assumed to occur, 
representatively across the surface curve y of S. Thus, 

onS r : T=J° (2) 

onS„ : q„=q° 

OT\Sc 

(3) 

(4) q^HT-TJ 
where ST + Sq + Sc=S-Y; T = y„ + y, T°, q°, h, and T„ are 
given quantities of space; q„= — Arvr»n is the normal heat 
flux, n is the unit vector normal to S. 

The following "jump" conditions must also be satisfied on 
a: 

[[T]l=0andfl;9„]l = 0 (5) 

where the quantities enclosed by the symbol [[ ]] indicate the 
jump, that is, the difference between their values from the 
negative and positive sides of a, for example 

ITI = T--T+ (6) 
The unit normal vector n on a is directed into V+, where 
V— a= V+ + V~. It is noted that equation (5)2 may easily be 
extended to incorporate discontinuous normal heat fluxes, as 
in a two-phase Stefan problem, by taking a nonzero value 

(i.e., latent heat effect term) on the right-hand side of the 
equation. 

3 Shape Sensitivity Analysis (SSA) 

Assuming that the system's response of interest in a SIP 
may be written as an integral functional, a general perform
ance criterion / may be defined as follows: 

/ = vJ(T,VT)dV+\s_Tg(T,qn )dS (7) 

where/and g are continuous and differentiable functions with 
respect to their arguments, except at a discontinuity surface a 
and surface line T, respectively. It is noted that / may repre
sent either an objective function to be minimized or an integral 
behavioral constraint to be satisfied. 

3.1 Material Derivative Concept. The shape of the 
physical domain (and hence S and a) is not fixed, but varied in 
the SSA. This variation of V under a transformation, 
characterized by a timelike parameter T, may be regarded as a 
dynamic deformation of a continuous medium, with r playing 
the role of time. Following Haug et al. (1984) this domain 
deformation is given by a deformation velocity V defined in 
the domain. The MD of functions and integrals may thus be 
defined by using the material velocity V. In fact, the MD of a 
continuously differentiable function w is defined as 

v/ = w' + V v v V (8) 

where (•) and ( ) ' denote the material and partial derivatives 
of ( ), respectively, with respect to T. 

The MD of a general volume integral is given as follows: 

wdV (9) 

i= \ w'dV+ \ wVndS+[ lwW„dA 

where vc may have discontinuities across ae V and TeS, and 
K„=V.n. 

(10) 

a 

A 

b> 
f, g 

h 

H 
I 

Jit J2 
k 

m 

n 

nx, ny 

Qn 

Q'n 

q° 

Q 

= width of the problem 
geometry in Example II 

= cross-sectional area of 

v-
= decision variable 
= integrands of / 
= heat transfer 

coefficient 
= boundary curvature 
= general performance 

criterion 
= objective functions 
= thermal conductivity 
= amplitude of spatial 

variation of heat flux 
= unit vector normal to 

boundary (or interface) 
= Cartesian components 

of n 
= normal boundary heat 

flux 
= adjoint normal bound

ary heat flux 
= prescribed boundary 

heat flux 
= distributed heat source 

S 
"r> "?> Sc 

t 

T 
JO 
T">* 

T 
V 
V 

v„ 

v , 

w 
x, y, z 

a'' 

7 

la 

r 

= boundary surface 
= boundary segments 
= unit vector tangent to 

boundary 
= temperature 
= prescribed temperature 
= adjoint temperature 
= ambient temperature 
= volume 
= deformation velocity 
= component of V nor

mal to boundary (or 
interface) 

= component of V, 
tangent to boundary 
and normal to discon
tinuity line 

= general function 
= Cartesian coordinates 
= angle between b' and 

the x axis 
= discontinuity line on 

boundary surface S 
= bounding curve of a on 

5 
= sum of ya and y 

V 

6> 

a 

T 

+ 
Sllbsfrints 

( )>„ 

( ) . , 

Superscripts 

( ) " 

( ) ' 

(0 

, ( ) + 

= vertical distance of free 
boundary S'? in Exam
ple II 

= included angle between 
b> and bi+l 

= discontinuity surface in 
volume 

= timelike parameter 
characterizing shape 
variations 

= constraint function 

= normal derivative of 
( ) 

= circumferential 
derivative of ( ) 

= derivative of ( ) with 
respect to T 

= material (total) 
derivative of ( ) 

= ( ), evaluated on the 
negative and positive 
sides of a, respectively 
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The MD of a general surface integral defined over a 
piecewise regular surface S, having a discontinuity line T, may 
be written in the following form: 

wdS 

^ = f [w' + (win+Hw)V„]dS+\ IwWpdT 

(11) 

+ ̂ J r (w+V ,+w~V _)dT, 
ii ^ u J 

j - "V 
(12) 

where ( ) „ represents the normal derivative of ( ); H is the 
mean surface curvature; KM is the component of V on S, nor
mal to T and tangent to S; the summation is taken over the in
tersection lines Tj of piecewise regular surface sections; V + , 
and Vp- represent V^ for the positive and negative sides of T, 
(Mroz, 1987). 

3.2 Outline of Procedure. The general performance 
criterion I is first augmented by incorporating the equilibrium 
equation (1) by using an adjoint function T* (i.e., a Lagrange 
multiplier function). After using generalized Green's first 
identity, the MD of the augmented functional can be taken by 
employing equations (9)-(12). Green's first identity is again 
utilized, this time to increase the order of differentiation. Tak
ing the MDs of the boundary and jump conditions (2)-(5) 
results in the following expressions of partial derivative (with 
respect to r) forms on S and a: 

on ST : T ' = ( V 7 < ) - V 7 > V (13) 

on Sg : ?;,= ( V ? ° - V « ) . V (14) 

on Sc : q'n=-{V(hT„)+V(qn-hT)]'\ + hT' (15) 

on a : IV ] ] = - [ [ V7/.n]]K„ (16) 

on a : I q'n J = - II qn,„ W„ (17) 

Equations (13)—(17) are inserted into the SSA expression of the 
augmented functional. 

In order to get rid of the local variations of the state 
variables, the adjoint temperature T* is required to satisfy the 
following adjoint problem: 

df df 
in V-o:V'(kVT*) + -^—y.—±- = Q (18) dT dVT 

onST : r * = -
9g 

dqn 

ons, : q* = 
dg df 

dT dvT 

(19) 

(20) 

M [f-kVT.VT* + QT* + (g~qnT*)tn 

+ H(g~q„T*)]VndS 

df 
J ST V dT a v r 

•n + q*\vT°-VT)-YdS 

+ Li-S--7*)™-^'™ 
c\dq„ / 

-T*)[V(hTa)+ v(q„-hT)]-\dS 
-dqn 

\ f[/-A:vr.vr* + Qr* 

(it + J^f'») V T'V- - <!» T^ VndA 

+ \Tlg-qnT* W.dT+Y,^ [{g-q„T*yV^ 

+ (g-q^yv^-Wj (23) 

It is noted that no domain integrals are present and that I is 
given in terms of boundary and interface perturbations only in 
the above equation. The outlined SSA must be performed for 
each objective function and/or constraint present in a shape 
inverse problem. 

4 Example I: Interface Shape Optimization Problem 

Consider an infinitely long hollow solid body composed of 
two dissimilar materials with thermal conductivities k~ and 
k+ where the interface a is assumed to be a closed surface (see 
Fig. 2). Assuming that the inner and outer boundary surfaces, 
ST, and Sc, respectively, are known (i.e., fixed), the optimal 
shape configuration of the interface a is sought corresponding 
to a minimum amount of total heat inflow through ST, while 
holding the volume V~ fixed. Thus, the objective is to 
minimize 

Ji=-\s Q„dS 

while the following equality constraint is satisfied: 

I dV~A=0 

(24) 

(25) 

where J, is the objective function of Example I, \p is the con
straint function, and A is a problem parameter. Taking no 
heat sources, and prescribed temperature T° on ST, and con-

onSc : q* = hT*—%-—-^-.n-/3- (21) 
c H" dT dVT dq„ 

on a : |[ 7* B = 0 and J q* J = - [ [ - ^ J ] " ! (22) 

where the adjoint normal heat flux is given by 
q*=-kVT*>n. 

3.3 Material Derivative of /. When the primary and ad
joint problems are satisfied, the MD of / can finally be ex- Fig. 2 Schematic of the interface shape optimization problem-Exam-
pressed as follows: pie I 
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vective condition with Tac=0cmSc, the MD of / , can directly 
be found from the general SSA given in the last section as 

M^r.+IRT-)^-*-)^ (26) 

where the circumferential derivative of a quantity along a 
(compare a two-dimensional problem) is indicated by ( ) s . 
The primary problem and the adjoint problem corresponding 
to Jl are given by the following equations: 

in V-a 

on ST 

on Sc 

on a 

V • (k V T) = 0 and V • (k V T*) = 0 

T= 7° and T* = - 1 

q„=hT and q*=hT* 

(27) 

(28) 

(29) 

(30) 

Since the constraint \p, equation (25), is explicit, no adjoint 
variables need be defined, and the MD of \p simply follows 
from (9) and (10), i.e., 

J a 
dA (31) 

5 Example II: Steady-State Solidification Problem 

Siegel, in a series of papers (see, for example, 1982, 1986), 
has analyzed the solidification interface shapes in connection 
with continuous casting processes by using exact (i.e., 
analytical) methods. In a steady-state process, it has been 
assumed that the net amount of energy being locally removed 
from the freezing interface is equal to zero at all locations 
along the interface, which is kept at the freezing temperature. 
Example II of the present study consists of the same steady-
state one-phase solidification (or Stefan) problem, as analyzed 
by Siegel (1982), with a generalization of one of the boundary 
conditions in order to introduce an extra boundary discon
tinuity. It is understood that this problem is only a simplified 
version of the time-dependent two-phase Stefan problems with 
moving boundaries (Crank, 1981). 

The problem geometry of Example II is illustrated in Fig. 3, 
where the solidification interface Sq is given by IJ=T)(X) , on 
which the heat transfer from the liquid to the interface varies 
in a sinusoidal manner in the x direction. The primary prob
lem is thus defined by the following equations: 

in V : V 2 T = 0 

Sq • Qn=-(l + WCOS J 

on S? : q„ = 0 

on ST : r = 0 

o n S c : q„=hT 

(32) 

(33) 

(34) 

(35) 

(36) 

where m and a denote the amplitude of the spatial variation of 
heat flux on Sq and the width of the problem geometry, 
respectively. The IPC for the determination of the free bound
ary Sq, which is varied between the x = 0 and x = a vertical 
lines, is given by the freezing temperature condition, i.e., 

onSl
q:T=\ (37) 

It is noted that all the quantities have been nondimensional-
ized exactly as in SiegePs (1982) analysis. When the heat 
transfer coefficient h in equation (36) is equal to zero, Exam
ple II becomes the same as Siegel's problem. 

Using equation (37), the exact SIP may be converted into an 
optimal SIP by minimizing the objective function J2 defined 
by 

Fig. 3 Schematic of the steady-state one-phase Stefan problem—Ex
ample II 

: 2 Js' 
(T-\)2dS (38) 

subject to the system's equations (32)-(37), but without any 
isoperimetric constraints as in Example I. It may also be noted 
that the present problem is slightly different from shape iden
tification problems, in which the IPCs are usually given on ac
cessible (i.e., known) boundaries. 

Using the general SSA expression (23), the MD of J2 is ob
tained, including the discontinuity terms at the corners B and 
C, as follows: 

•A=]si [[("-l)",«-",s"J+^",«w* 

+ ( M - 1 ) 2 \n2 ^ V s i n — \ b r ) d S 
2 J ir a J 

+ [(«,»«*)«- - (nxut„u*)B+]8riB 

+ (nxut„u*)c-b-qc (39) 

In the above equation, since the variation of the boundary S* 
is constrained to lie in the y direction, the normal and cir
cumferential components of V have been taken as V„ = nybrf 
and Vs = nx5r), respectively, where 617 represents the vertical 
variation in Sg; nx and ny are the x and y components of n. It 
is noted that the coefficient of 8r)B in equation (39) would be 
equal to zero if h~0, while that of 8-qc is expected to be zero 
anyhow, since Sg will be horizontally located near the corner 
point C (see Fig. 3). The solution of the adjoint temperature 
T*, which is needed for j 2 calculations, is obtained through 
the following adjoint problem: 

on V : V 2 r * = 0 (40) 

on Sq 

on S2 

on ST 

on Sc 

q*=l~u 

?;=o 

T* = 0 

q*=hT* 

(41) 

(42) 

(43) 

(44) 

6 Numerical Method of Solution 

The interface a and the free boundary segment Sq in Ex
amples I and II, respectively, are approximated by piecewise 
linear elements. In each example problem, different types of 
decision variables are utilized. In Example I, the radial lengths 
b' between the /th vertex of the interface line element (see Fig. 
4) and the origin are chosen as the decision variables which are 
varied. The angle that each of the decision variables, called the 
ray functions, makes with the x axis is denoted by a1, and is 
held fixed. Hence, as the variation of a proceeds in an iterative 
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b. element after 
deformation 

b. element before 

deformation 

Fig. 4 Perturbation of the interface, a, and the ray functions b', and 
b' = 1 in Example I 

b. element after 
deformation 

i b. element before 
o D deformation 

Fig. 5 Perturbation of the free boundary S j , and the height functions 
b', and b, = 1 in Example II 

solution scheme, the vertices of the interface line elements will 
always move along the lines of the ray functions. The angle 
between the ray functions b' and bi+' is thus a constant, and is 
denoted by 6". 

The normal component of the interface deformation V„ on 
a must be expressed in terms of the variations of b', i.e., 5b'. 
Referring to Fig. 4, the integral of V„ over an interface 
(boundary) element ae is thus given by the following first-
order approximation (Mota Soares et al., 1984): 

V„dA = -—-sin£>' (bi+l bb' + b'bbi+') (45) 

The volumetric (or area) constraint (25) can be converted into 
a surface (or line) integral by taking 

1 
^= -̂E W+1 -xi+ly'\-A=0 (46) 

where the summation is taken over the vertices of all the line 
elements of the surface of V~, i.e., on ST and a, with an op
posite numbering scheme on each segment. 

In Example II, since the free boundary Sg is forced to stay 
within the interval Q<x<a, the y coordinates of the extreme 
points of the line elements on Sq, called the height functions, 
are taken as the decision variables b' (see Fig. 5). Thus, the 
vertices of the boundary line elements will always move in the 
vertical direction, and the horizontal distances between the 
height functions remain constant. 

The curvature H needed in equation (39) is calculated from 
the relation H=t*dn/ds (Goetz, 1970), where t represents the 
unit tangential vector to Sg. The circumferential derivative of 
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Table 2 Numerical results for Example II using 40 and 64 boundary elements, with percentage errors in
dicated, as compared to Siegel's (1982) exact solutions, for h - 0 and m = 0.3 

a yB (error, percent) yc (error, percent) (yB -yc)/2m (error, percent) 
1.0148(1.32) 0.9760(0.32) 0.0647(21.19) 

0.25 
1.0256(0.27) 0.9781(0.10) 0.0792(3.53) 
1.0468 (0.95) 0.9543 (0.40) 0.1540(6.21) 

0.50 
1.0513(0.52) 0.9577(0.05) 0.1560(4.99) 
1.0971 (1.47) 0.9086 (0.93) 0.3142 (3.97) 

1.0 
1.1099(0.32) 0.9139(0.35) 0.3267(0.15) 

1.1918(2.01) 0.8431(1.18) 0.5811(3.95) 
2.0 

1.2128(0.29) 0.8509(0.27) 0.6032(0.30) 

1.3018(2.25) 0.7948(0.81) 0.8450(4.43) 
4.0 

1.3268(0.38) 0.7989(0.30) 0.8798(0.50) 

1.3710(1.90) 0.7797(0.13) 0.9855(4.46) 
8.0 

1.3921(0.40) 0.7781(0.08) 1.0233(0.79) 

Fig. 6 Optimal interface a configuration in Example I 

n is approximated by a simple finite difference scheme, 
employing averaged normal directions at the vertices of the 
line elements. The integral of 5rj, i.e., the vertical variation of 
Sq, over a boundary line element can also easily be found in 
terms of 8b', the variations in the height functions. 

The BEM with constant elements (Banerjee and Butterfield, 
1981; Brebbia, 1978) are chosen for the space discretization of 
the primary and adjoint problems in both Example I and II. 
No internal cells are needed, and the required normal 
temperature gradients are directly available from the BEM 
solutions. It is noted that a "zoned inhomogeneous body" 
formulation of BEM is necessary for Example I, while Exam
ple II deals with a single homogeneous body. 

In an iterative solution procedure, starting from an initial 
guess for b', i.e., b'°, it is possible to minimize the relevant 
objective function (i.e., / , or J2) subject to (^ = 0 or nil) con
straint by using, for example, a sequential quadratic program
ming algorithm (NAG, 1984). At each iteration step, the 
primary and adjoint problems are solved by the BEM, whose 
solutions are then substituted into the integral functionals and 
their MDs for the purpose of updating the decision variables 
b' in both example problems. 

7 Numerical Results and Discussion 

For Example I, numerical results by the proposed procedure 

were first checked by exact solutions when the surfaces ST, Sc, 
and a (see Fig. 2) were of circular shape in a practically one-
dimensional case. For this, the ST and Sc boundary surfaces 
(i.e., lines) were set as circles with radii of 0.2 and 0.8, respec
tively. Some of the other problem parameters were prescribed 
as h = 0.1, 7° = 1, and ^4=0.6. The piecewise uniform thermal 
conductivities across the interface a were also given as 
k~ =1.0 and k+ =0.1. Numerical results, obtained within five 
iterations starting from b'° = 0.6, are tabulated in Table 1. The 
numerical solutions for optimal values of the ray functions, 
bopt, the gradients of J, and i/< with respect to £>opt, V J] and 
Vi^, respectively, the temperatures on Sa and Sc, T„ and Tc, 
respectively, and the normal heat flux on Sr, q„T, are shown 
in the table using a total of 48 and 96 boundary elements on 
the surfaces, along with their percentage errors as compared to 
their exact (i.e., analytical) solutions. It is seen that more ac
curate results are obtained employing a higher number of 
boundary elements (and also of ray functions). The reason for 
this is that with higher degrees of freedom the circles are more 
closely approximated and that the truncation errors in the 
potential solutions by the BEM are also diminished. 

Figure 6 depicts the optimal solution for the interface a in 
Example I when the inner surfce ST was prescribed as an 
ellipse with semimajor and semiminor axis lengths of 0.4 and 
0.2, respectively. All the other problem parameters were fixed 
as before. However, the lower and upper bounds for the ray 
functions were such that 0.45 <6 '< 0.60. Convergence within 
a tolerance of 10 ~4 was achieved within ten iterations in this 
case. The optimal a distribution is seen to be situated in such a 
way that there is less contribution of material with the higher 
k~ = 1.0 conductivity to V~ in regions of higher temperature 
gradients, as dictated by the minimization of / [ , equation 
(24), while holding the area of V~ constant. 

In Example II, numerical results by the present procedure 
were first compared with the exact (i.e., analytical) solutions 
obtained by Siegel (1982), when the heat transfer coefficients h 
on Sc was taken as zero. Denoting the y coordinates of the 
points B and C (see Fig. 3) by yB and yc, respectively, the 
present numerical solutions by employing 40 and 64 boundary 
elements are tabulated in Table 2, along with their percentage 
errors (written in parentheses) as compared to Siegel's exact 
results, for m = 0.3. It is noted that an average of nine itera
tions were needed for convergence (with a tolerance of 10"6) 
for this steady-state one-phase Stefan problem. 
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Fig. 7 Free boundary Sg shapes for various h values in Example II 

Lastly, Fig. 7 depicts the free boundary shape of S* for Ex
ample II for various values of h, when a = 1.0 and /M = 0.3. It is 
seen from the figure that the boundary is horizontal near x = 0 
and 1 for h = 0, as expected, while it deviates from zero slope 
at x = 1 with nonzero h values on Sc. It is also noted that finer 
boundary elements have been used near x = 1 in order to take 
care of the boundary singularity present at corner B (Fig. 3). 

8 Conclusions 

The proposed numerical solution scheme for shape op
timization and identification problems seems to be very prom
ising in view of the close agreement of the numerical results 
with exact solutions. However, as all inverse problems are ill-
posed (Beck et al., 1985), care should always be exercised in 
the implementation of the method. For especially exact inverse 
problems (e.g., identification or Stefan problems), with no 
constraints present on the decision variables, a good initial 
guess for the free boundaries is in order (compare "in
finitesimal inverse" problem). A priori knowledge of the loca
tion of boundary discontinuities, which may not be available 
in every inverse problem, helps for correctly evaluating the 
sensitivity expressions of integral functionals. Finally, it may 
be said that the present study does not pretend to treat fully 
the extensive and difficult subject of inverse problems, but on
ly proposes a possible numerical solution scheme for free 
boundary problems in heat transfer. 
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Conduction Heating of Objects of 
Simple Shape in a Fluid With 
Finite Heat Capacity 
A unified analytical solution and an approximate method are presented for 
calculating the time to cool or heat an object of simple shape to a given mean 
temperature, using a fluid with finite heat capacity in batch, parallel-flow, or 
counterflow modes. In the approximate method, an equivalent constant fluid 
temperature is calculated, which would give the same log-mean temperature dif
ference. The cooling time at this equivalent temperature is found by conventional 
methods, then multiplied by a correction factor calculated from a simple regression 
equation. 

Introduction 

The conduction heating or cooling without phase change of 
homogeneous objects of simple shape has been extensively 
analyzed (Carslaw and Jaeger, 1959). In most cases con
sidered, the boundary conditions are either constant or 
predetermined functions of time. In many cases of industrial 
importance, however, the environmental temperature depends 
on the heat released or absorbed by the objects. This happens 
in the counterflow, parallel-flow, or batchwise heating/cool
ing of products using noncondensing, nonevaporating fluids. 
This paper presents a unified solution to these problems and 
introduces simple approximate methods to take into account 
the temperature change in the environment due to product 
heating or cooling. 

Analysis 

Consider a solid object of simple shape (slab of infinite 
area, infinite cylinder, or sphere) immersed in a well-mixed 
fluid with mass Mj. Heat is transferred between the fluid and 
the solid by convection at the surface and by conduction inside 
the solid. 

On the solid side the following equations apply: 

ar/ar=« d2T/dr2 + (- W / d r l (1) 

with initial and boundary conditions 

T=Tl att = 0 

att = 0 

atr = R 

(2) 

(3) 

(4) 

atr = R (5) 

k(dT/dr)=h(Tf-T) 

On the fluid side: 

Ak(dT/dr)+cfMf(dTf/dt)=0 

For continuous operations such as in a moving-bed type 
heat exchanger, the same equation applies if t is replaced by 
x/vs, where xis the distance from the solids' inlet and vs is the 
velocity of the solid. For this case, A would then be the surface 
area of the solids that move through the equipment in unit 
time, and Mf the mass of fluid moving through in the same 
time interval. 

If the fluid flows in the opposite direction to the solid 
(counterflow situation), then as one moves along x, the 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 24, 
1987. Keywords: Conduction, Materials Processing and Manufacturing Pro
cesses, Transient and Unsteady Heat Transfer. 

temperatures of the solid and fluid vary in the same direction. 
The solid "sees" a fluid that becomes cooler as heat is given 
up to it: This is taken into account by assigning a negative sign 
to CJMJ/A. 

Thus, the same set of equations applies to batch, parallel-
flow, or counterflow heat (or mass) transfer processes. 

In dimensionless form, equations (l)-(5) become: 

0 = 0 a t r = 0 

Vf 1 a t r = 0 

d0/d£ + Bi(0-0 /) = O at£ = l 

(6) 

(7) 

(8) 

(9) 

nK(d6/d£)+ dd/dr = 0 at £ = 1 (10) 

The dimensionless temperature 8 is defined as (change in 
solid temperature)/(temperature difference between solid and 
fluid at time 0, or at solid inlet). In counterflow situations, the 
solid inlet is the fluid outlet and the fluid temperature at that 
point is not known beforehand, so users prefer to work in 
terms of 4> = (change in solid temperature)/(temperature dif
ference between entering solid and liquid). It can readily be 
shown that 

= 0 for batch or parallel flow 

= 0/(1 -K6m) for counterflow 

(11) 

(12) 

Equations (6)-(10) can be solved using Laplace transforms. 
Solutions for a variety of cases have been presented in various 
papers (Carslaw and Jaeger, 1959; Jaeger, 1945; Goldfarb, 
1954; Mikhailov, 1966, 1970; Farritor and Tao, 1972), but 
these solutions are rather unwieldy and incomplete or shape-
specific. A solution covering the whole range of K is not 
available. Therefore the complete solution is given below. 

Mean Temperature of Solids 
(a) K>-\: 

Oo 

em = l/(l+K)-^AmJexp(-S]r) 
; = i 

(b) K=-\: 

«Bi2 

(13) 

«(« + 2)Bir 

Bi + rt + 2 (« + 4)(Bi + n + 2)2 

• J^Amjexp(-5JT) (14) 
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« l ( * ) 
g2W 
Siix) 
g*W 

COS X 

sin x 
cosh x 
sinh x 

J0(x) 
/ , (*) 
h(x) 

/,w 

Table 1 Functions used in calculating the roots 5,-, 7 

Slab Cylinder Sphere 

sinCxr) /x 
sin(x) /x2 - cos(*) /X 

sinh(A:)/x 
cosh(x) /x - s'mh(x) /x2 

Note: 70, /[ are modified Bessel functions of order 0 and 1. 

(c) K<-1: 

e,„ = l/(l+K)+Dmexp(.y2T) 

(b) K=-\: 

£ V 2 + /ZT n/(n + 4) + n/Bi 

l/(n + 2) + 1/Bi 2(n + 2)[l/(n + 2) + 1/Bi]2 

00 

-^Ajexp(-Sjr) 
y = l 

(c) # < - l : 

0 = 1/(1 +K) +£>.exp(72r) - ^ ^ e x p ( - 5 ? r ) 
; = i 

where 

y = i 

(15) 
^y=^B t f '8^,(«^)/[ / If t (8,-)] 

(21) 

(22) 

(23) 

where 

y4„y=2n/[(Bi + 2-n)8?/Bi + n 2 ^ + (nK-5j/Bi)2] (16) 

£>,„ = 2«/[(Bi + 2-n)7
2/Bi-«2^- («/?+ 72/Bi)2] (17) 

bj is the y'th root of 

gl{5)/g2(8)=8/Bi-nK/8 (18) 

7 is the root of 

g3(y)/g*(y) = -y/Bi-nK/y (19) 

and g{ to g4 are shape-dependent functions given in Table 1. 

Local Temperature in Solid 
(a) K>-1: 

0=1/(1 + 
y'=i 

N o m e n c l a t u r e 

A = 
•"•ji Amj — 

Bi = 
c = 

D,Dm = 

£ = 

£ 1 . £ 2 . S 3 . ^4 = 

h = 

A: = 

K = 
M = 
« = 

r = 
7? = 

t = 
fc = 

'« = 

T = 

surface area, m2 

coefficients, equa
tions (16) and (23) 
hR/ks = Biot number 
specific heat, J/kg K 
coefficients, equa
tions (17) and (24) 
parameter defined in 
equation (29) 
functions defined in 
Table 1 
heat transfer coeffi
cient, W/m2K 
thermal conductivity, 
W / m K 
Mscs/Mf} 

mass, kg 
shape index (1 for 
slab, 2 for cylinder, 3 
for sphere) 
space coordinate, m 
half-thickness or 
radius of object, m 
time, s 
time to cool object 
from 7\ to T2, s 
time to cool object 
from T, to T2 when 
fluid temperature is 
Te,s 
temperature of ob
ject, K 

(20) 

D = D„.yg3(yS)/[ngt(y)] (24) 

Equations (13)-(15) and (20)-(22) indicate that for K > - 1 
[i.e., for batch or parallel flow {K > 0), or counterflow where 
the thermal capacity of the fluid is greater than that of the 
solid ( - 1 < K < 0)] the solution tends to a finite value 1/(1 
+ K). This is because the fluid either tends to the solid's 
temperature (for batch or parallel flow), or cools/heats more 
slowly than the solid, so that the temperature difference be
tween the two eventually vanishes. 

K < -1 represents counterflow with the solid thermal 
capacity being greater. This is an unstable situation since the 
liquid cools or heats faster than the solid, so that the 
temperature difference between the two, and hence the 
temperature of each, increases exponentially, as shown by the 
presence of the term exp (7 2T) in equations (15) and (22). 

In a real-life situation, the process would not continue in
definitely but would stop at a finite time, so the exponential 
increase poses no problem. When K = - 1 , there is 

Tji = 

T = 

T = 

T„ T, = 

A7Y, = 

U 

fluid temperature, K 
temperature of fluid 
at start (or inlet) and 
finish (or outlet), K 
equivalent fluid 
temperature, i.e., 
constant temperature 
that would yield the 
same log-mean 
temperature dif
ference, K 
mean object 
temperature, K 
initial (inlet) and 
final (outlet) mean 
object temperature, 
K 

log-mean temperature 
difference, equation 
(25) or (26), K (ATm 

> 0 for solid cool
ing, < 0 for solid 
heating) 
value of 4>„, at solid 
outlet, i.e., change in 
mean solid 
temperature/tempera
ture difference be
tween entering solids 
and fluid 
distance from solid 
inlet, m 

Y 

ex 

y 
tj 

6 

« 
T 

<t> 

Subscripts 

/ 
m 

s 

= tc/te = time correction 
factor 

= thermal diffusivity of 
solid, m2 /s 

= root of equation (19) 
= y'th root of equation 

(18) 
= dimensionless 

temperature based on 
temperature dif
ference between fluid 
and solid at solid in
let; 0 = <j> for 
parallel flow or 
batch; 6 = (T -
T1)/(7}2 - Tt) for 
counterflow 

= r/R 
= at/R2 = dimensionless 

time 
= (T - T,)/(Tn -

T{) = dimensionless 
temperature 

= fluid 
= mean (object 

temperature) 
= solid object 
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counterflow with a constant difference between the mean solid 
temperature and the fluid temperature. Therefore, after an in
itial period, the temperature varies linearly with time, equa
tions (14) and (21). Putting K = 0 leads to the familiar case of 
constant fluid temperature. 

Approximate Method 

The full solutions, equations (13)-(24), are of use only to 
those who have access to and can program computers. In this 
section, a simple approximate approach is proposed, which 
can be used if only the fluid or mean solid temperature is 
wanted. 

The starting point of the method is the well-known fact that 
for Bi = 0 (external resistance controlling) the cooling time tc 

from a given temperature 7\ to a given (mean) temperature T2 

is a function of the log-mean temperature difference (LMTD) 
ATM, where 

AT _ (Tn-TQ~(Tn-T2) 

Table 2 Parameters for equation (30) 

" ln[(7},-7'1)/(7}2-:r2)] 

for batch or parallel-flow processes, and 

A T _ {Tfl-TJ-iTfl-TJ 

(25) 

(26) 
in[ (7>- : r 2 ) / (7) 2 - : r 1 ) ] 

for counterflow processes. 
Thus, the cooling time for Bi = 0 is unchanged when K = 0 

(i.e., Tj = Te, a constant), provided that the LMTD remains 
the same 

(T2-Te)-(T,-Te) 
= A7\, (27) 

in[(r2-re)/(r,-rj] 
[A TM given by equation (25) or (26)]. Solution of equation 
(27) gives the equivalent temperature 

r e = ( £ r 2 - 7 \ ) / C E ' - l ) (28) 

where 

E=expl(,Tt-T2)/ATM] (29) 
(ATM > 0 for cooling, ATM < 0 for heating of solid). 

In the general case (Bi > 0), the cooling time from Tm = Tt 

to Tm = T2 in an environmental temperature of Te is te. The 
ratio Y = tc/te depends on Bi, K, and U. The procedure sug
gested is to calculate t€ from existing equations, tables, or 
charts and apply a correction factor Y to obtain tc. 

Using equations (13)-(19) the correction factor Y was 
calculated over the following range of parameters: Bi = 0 to 
1000; K = - 2 to +2; U = 0 to 0.9C/raax, where 

L'max = 1 f° r counterflow with K > - 1 
= —l/K for counterflow with K < -1 
= \/{\+K) for parallel flow or batch 

To correlate the results, an approximate equation is sought 
that would correctly predict that Y — 1 as Bi — 0, U — 0, or K 
— 0. The following equation was chosen: 

y = 1 +a[l -exp(bUc)]exp(dBie)/(l/\K\ +f) (30) 

The parameters a to f were found by a procedure that 
minimizes the sum of square errors in Y over the ranges of 
variables Bi, U, K given earlier. Their values are shown in 
Table 2. In the range specified earlier, the equation agrees with 
analytical results to within ± 5 percent. 

Physical situation 

Counterflow 
Slab 
Cylinder 
Sphere 

Parallel flow or batch 
Slab 
Cylinder 
Sphere 

a 

-0.186 
-0.294 
-0.377 

0.192 
0.346 
0.442 

b c 

-7 .20 1.42 
-4 .12 1.49 
-2 .99 1.53 

-10.22 1.69 
-7 .47 2.06 
-7 .86 2.32 

d 

-3 .18 
-3 .66 
-4 .12 

-3 .27 
-3 .80 
-4 .24 

e 

-0 .77 
-0 .75 
-0 .75 

-0 .72 
-0 .67 
-0 .64 

/ 

+ 0.01 
-0 .03 
-0 .06 

-0 .18 
-0 .27 
-0 .30 

Example 

A sphere is cooled from 100°C in a well-stirred fluid at 0°C. 
The fluid-to-solid heat capacity ratio is K = 1.0. The sphere's 
thermal diffusivity, specific heat, and radius are all unity, and 
the heat transfer coefficient is such that Bi = 10.0. Calculate 
the time for the mean temperature of the sphere to fall to 
52.1°C. 

Solution: When the sphere is at 52.1°C, the fluid 
temperature is at 100-52.1 = 47.9°C. 

(100-0) - (52 .1-47 .9) 
A7\, = - - = 30.2°C. 

ln[(100-0)/(52.1-47.9)] 

From equation (29), E = exp [47.9/30.2] = 4.89. 
From equation (28), the equivalent fluid temperature is 

r e = (4 .89x52.1-100)/ (4 .89- l ) = 39.8°C. 

The dimensionless time to cool from 100°C to 52.1°C in a 
fluid at a constant temperature of 39.8°C for Bi = 10 can be 
found from charts or tables in standard texts (e.g., Kreith, 
1965), or by using an exponential approximation 
(Ramaswamy and Tung, 1982) and is T = 0.164. 

The correction factor Y is found from equation (30) using 
Bi = 10, U = 0.479, K = 1 and a to / f r o m the last line of 
Table 2. The value Y = 1.18 is obtained. 

Hence the cooling time required (in any consistent system of 
units) is 

fc = r x r = 0 . 1 6 4 x i . 1 8 = 0.194 

The analytical result is tc = 0.200 [6]. 
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An Analysis of Inverse Heat 
Transfer Problems With Phase 
Changes Using an Integral 
Method 
This paper provides a methodology for the solution of certain inverse heat transfer 
problems with phase changes. It is aimed particularly at the design of casting pro
cesses. The idea is to use the inverse method to calculate the boundary flux history 
that will achieve the velocities and fluxes at the freezing front that are needed to con
trol liquid feeding to the front, as well as yield the desired cast structure. The pro
posed method also can be applied to predict the freezing front motion using 
temperature measurements at internal points. A boundary element analysis with 
constant elements is used here in conjunction with Beck's sensitivity analysis. The 
accuracy of the method is illustrated through one-dimensional numerical examples. 
It is demonstrated that, by using an integral formulation, one can extend all of the 
current methods for solving inverse heat conduction problems with stationary 
boundaries, to inverse Stefan problems. Such problems are of great technological 
significance. 

Introduction 
Heat transfer problems with phase changes are very com

mon in physics and engineering. Typical examples include the 
melting and casting processes for metals and alloys. Even 
when these problems involve the linear heat conduction equa
tion, they are nonlinear owing to the presence of a moving 
interface. 

A heat transfer problem is considered as direct when the 
temperature or the flux histories at the boundary of a specified 
domain are prescribed as functions of time. Sometimes, 
however, the boundary heat flux and temperature histories 
must be determined from transient temperature measurements 
at one or more interior locations of the specified domain. This 
is the case of a typical inverse problem (Beck et al., 1985). 
Another case of inverse problems, which is the subject of this 
paper, includes Stefan problems where the temperature, flux, 
and velocity are prescribed on the interface, while the 
temperature and the flux on the stationary boundary of the 
domain of interest are unknown and must be determined by 
the analysis. This last problem is of an inverse type since both 
the temperature and the flux are prescribed on one part of the 
boundary of the domain, while neither the temperature nor 
the flux is prescribed on the remaining part of it. 

There are many potential applications of the latter problem 
to the design of casting processes. The fluxes and velocities at 
the solidification front determine the cast structure (Flemings, 
1974). Thus, the cast structure can be controlled by determin
ing the external boundary fluxes required to achieve certain 
desired fluxes and velocities at the solidification front. Also, 
in complex castings, where liquid feeding to the contracting 
solid front is essential for good quality, the time of casting can 
be optimized and choking of the liquid flow can be prevented 
by achieving desirable velocities at the freezing front. 

Many numerical methods have been reported in the 
literature for the solution of direct heat transfer problems with 
phase changes. A short literature review has been given by 
Zabaras and Mukherjee (1987) and for more information the 
book by Crank (1984) is especially recommended. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
12, 1986. Keywords: Modeling and Scaling, Phase-Change Phenomena. 

It is well known that an inverse problem is much more dif
ficult to solve numerically than a direct problem and that its 
solution strongly depends upon the amount of error in the 
prescribed data. An extensive literature review of inverse heat 
transfer problems without phase changes is given in a recent 
book by Beck et al. (1985). The limited amount of literature 
on the general subject of inverse heat transfer with phase 
changes includes Hsu et al. (1986), Frederick and Greif (1985), 
and Katz and Rubinsky (1984). 

An extension of the sensitivity analysis procedure proposed 
by Beck (1968, 1970) and Beck et al. (1982), to heat transfer 
with phase changes, is presented in this paper. An integral for
mulation has been used. Such an approach considers 
temperature and flux as two independent variables. This pro
cedure allows easy calculation of the sensitivity coefficients 
and provides certain other advantages by permitting direct 
calculation of the surface fluxes. It should be noted that the 
surface flux is considered the primary unknown of the 
problem in this analysis and that the boundary temperature is 
calculated afterward in a rather straightforward manner. 

Following a precise definition of the problem of interest, a 
review of the integral formulation and implementation is given 
here. A calculation of Beck's sensitivity coefficients using the 
integral formulation is next. Finally, typical numerical results 
are reported and discussed. Even though this paper is con
cerned with one-dimensional geometries, extension of the pro
posed method to higher dimensions is rather straightforward 
and it will be the subject of a future publication. 

Problem Definition 
Consider one-dimensional heat conduction in a mold of 

length / occupied originally by liquid (melt) of uniform 
temperature Tin (Fig. 1). Here h(t) denotes the position of the 
solidification front at time t and h(t) is the speed with which 
this front moves. It is assumed that h(0) — 0 and that the ther
mal properties of both solid and liquid phase are constant. 

The governing equations with the prescribed boundary and 
initial conditions, for the solid and the liquid phase, are as 
follows (Carslaw and Jaeger, 1959): 
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For the solid phase: 

d2Ts 1 8TS 

dxl as dt 

TJ(x,t) = Tm, 

dTs 
~^(x> t)=qmsU) 

For the liquid phase: 

d2T, 1 dT, 

dxL a, dt 

T,(x,t) = T„, 

dT, 
-j^-(x,t)=qml(t), 

ith the initial conditions 

T,(x,0)^Tin, 

HO) 

0, 

t), 

= 0 

0<x<h(t) 

x=hU) 

x = h{t) 

h(t)<x<l 

x = h(t) 

x = h(t) 

0 < x < / 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

where T(x, t) is the temperature at time /, at position x, Tm is 
the constant melting temperature, and a, the thermal dif-
fusivity, equals k/pc in terms of the conductivity, density, and 
the specific heat of the material. The subscripts s and / denote 
the solid and liquid phases, respectively, and the symbol qm is 
used to represent the known normal temperature derivatives 
on the moving front x — h(t). 

The interface velocity h (t) is related to the temperature gra
dients qms and qml through an energy balance at the interface, 
which takes the form: 

Kim ~ klQml =f>Lh, X = h(t) (9) 

where L is the latent heat of fusion. 
Note that equation (9) makes it possible to have a small 

freezing front velocity while keeping qms and qmj large. The 

Fig. 1 Explanation of terminology used for the one-dimensional in
verse solidification problem 

practical significance of this observation is great, as has been 
reported earlier by Flemings (1974). 

Of interest is the following inverse problem: Given qms(t), 
qmlU), Tm, A(t), r,„, and /, find (dT./dx) (0, t) = q0s(t) and 
(dT,/dx) (/, t) = q0l{t) such that equations (l)-(8) are 
satisfied. The symbol q0 is used to represent the unknown 
temperature gradients at the stationary boundaries. The solu
tion of the above problem is equivalent to the solution of two 
separate inverse moving boundary problems, one in the solid 
phase (0 < x < h (t)) and another in the liquid phase (h (t) < 
x < I). The two problems will be considered separately in the 
following sections. 

N o m e n c l a t u r e 

[Aj], m , [O,], [Df] = 

c = 
mil) = 

erf = 
erfc = 

G(x, t; x0, t0) = 

h(t) = 
Ht) = 

k = 
I = 

L = 

<7o = 

Qm = 

( r - 1 ) = 

t = 
t, = 

ii = 

t) = 

T„ = 

T{x, 

matrices defined by equations (28) 
and (47); subscript / denotes cur
rent time step, while the superscript 
j denotes the time interval during 
which integration is carried out 
specific heat 
error given by equation (36) 
error function 
complementary error function 
Green's function defined in equa
tion (21) 
position of the freezing front 
speed of the freezing front 
conductivity 
length of the mold 
latent heat 
temperature gradient on a sta
tionary boundary 
temperature gradient on the mov
ing interface 
future time steps used in the sen
sitivity analysis 
time 
time at the end of the rth time step 
(i = 1 . / , . . • ,F, . . .) 
average time defined by equation 
(26) (i = 1 / , . . .,F, . . . ) 
temperature at position x and time 
t 
melting temperature 

T0 

IT), [q] 

r jf+i-l 

Subscripts 

Superscripts 

Qos. 

initial temperature 
temperature on a stationary 
boundary 
temperature vector defined by 
equation (32) 
temperature and temperature gra
dient vectors defined by equations 
(29) and (48) 
sensitivity coefficients defined by 
equation (33) 
spatial coordinate (x = 0 at the 
lower boundary of the mold) 

a 
Af, 

n 
p 

= 
= 

= 
= 

thermal c 
U ~ t,_! 
. . - , / , -

uttusivity 
, / ' = ! , 
. • , F, . . (time step) 

dimensionless coordinate 
density 

= x/h(t) 

i = indicates quantifier defined at the 
rth time step (/ = 1 
. . . , / , . . . ,F,. . .) 

I = denotes liquid phase 
m = denotes the moving front 
0 = denotes a stationary boundary 

/ = denotes quantities defined at the rth 
time step (/ = 1, 
. . . , / , . . . , F,...) 
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Inverse Problem in the Solid Phase 

The solid phase is governed by equation (1) and it is as
sumed that the velocity at the front h, the melting temperature 
Tm, and the interface temperature gradient qms are given. The 
primary unknown is considered to be the temperature gradient 
q0s m (dT/dx) (0, t). 

Analytical Solution. By introducing a new spatial coor
dinate i} = x/h(t), the equations (1), (2), and (3) take the 
form: 

a2n. . I ,,/ar,, .. j _ 
h 

0<T)<1 

an 

di) 2<*'>=^*^<*'>--T*icr<* '>) ' 
dTs 

di) 
(ij, t)=hqms(t), 

1 = 1 

i) = \ 

(10) 

(11) 

(12) 

The unknown of this transformed problem is the temperature 
gradient (dTs/dri) (0, 0. which is related to q0s(t) through the 
following equation: 

^(0,t)=h(t)q0s(t) (13) 
01) 

Using equation (11), equation (10) at ij = 1 takes the form 

d2Ts 1 . dTs 

—r-d. t) = hh-^-(\,t) (14) 
dij as di) 

or more generally, one can derive the recursive equation 

d'T 1 . d'~lT 
— i ( l , 0 = hh-^r-rd.f). / = 2, 3, . . . (15) 
or)' as oi)' 

Using equations (11), (12), and (15) one can write a Taylor 
series expansion of the temperature T(r\, t) around i) = 1 and 
thereby calculate the temperature and its spatial derivative at i) 
= 0. These are given by the equations 

V- o'Ts (-1)' 
11 = 1 i! 

and 

QosO) = 
1 f, d'T , v 

A(0 ,t1 on 
(-1) i-\ 

-i ( / - ! ) ! 

(16) 

(17) 

Note that equations (16) and (17) are valid for any h{t) history 
of the solidification front. Since they are used to determine Ts 

and qs at x = 0 from data on the front x = h(t), they are 
useful only if h(t) is small. These equations, however, have 
been used for. starting the solution, as will be discussed later in 
this paper. 

It is worth mentioning that equations (16) and (17) are 
similar to the analytical solutions of a temperature field in a 
stationary boundary domain with prescribed temperature 
history at an internal point, as given by Burggraf (1964). More 
information on the limited applicability of equations like (16) 
and (17) is given in Beck et al. (1985). 

Finally, equation (16), for the case of constant velocity h, 
which is related to qms through equation (9) (with qmi = 0), 
takes the form 

7-0s = r m + — — * # - J _ A -Lfih* + ... (is) 
cs as 2 cs aj 

Equation (18) coincides with the solution given by Stefan and 
reported by Carslaw and Jaeger (1959), which is 

T0s = Tm + (1 - exp( - th2/as)) (19) 

Integral Formulation. The integral equation corresponding 

to equation (1) is given as follows (Zabaras and Mukherjee, 
1987; Chuang and Szekely, 1971; Heinlein et al. 1986): 

7 - , ( x , 0 = « , j o [GAx, t; h(t0), t0)qmsU0) 

dGs 

dxn 
(x, f, h(t0), t0)Ts(h(t0), t0) 

+ — Gs{x, t; h(t0), t0)T,{h(t0), t0)h(t0)]dt0 

— — (*, f; 0,t0)T0s Uo) 

0 L OX0 

- Gs(x, t;0, t0)q0s(t0)^dt0 
(20) 

where the Green's function is given by (Carslaw and Jaeger, 
1959) 

exp 
Gs(x, t;x0, t0) = -

/ (x-x0y \ 

V 4a, (/-*„)/ 
2\/iras(t-t0) 

(21) 

By considering in turn x = 0 and x = h(t), the following 
equations are obtained: 

— r a s(/)=a s jo [G,(0, /; h(t0), t0)qms(t0) 

dGs 

dx„ 
-(0, t.hVo), t0)Tm 

T 

2 

+ — G,(0, t; h(t0), t0)Tmh(t0)]dt0 
as J 

c r °GS 
+ as]ol--^

L-(0,t,0,t0)T0s(t0) 

-Gsi0,t;0,t0)qa,(t0)]dt0 

= as\jg [ G , ( A ( 0 , t; h(t0), t0)qms(t0) 

(22) 

dGs 

dx0 
- (A(0 , t; h(tQ), t0)Tm 

+ — G,{h{t), t; h(t0), t0)TmhU0)]dt0 as J 

c r °GS 

- G , ( A ( 0 , f ; 0 , / 0 t a a . ( ' o ) ] * o (23) 

Numerical Implementation. By assuming q^, T0s, h, and 
qms to be piecewise constant during every time step tj_ s to tf, 
one can write equations (22) and (23) at time tF as follows: 

— To(iP) =as £} \qms(if) \ f G,(0, tF; h(t0), t0)dt0 
* /= i L Jtf_i 

(•'/ 8GS 

J ' / - i o^o 
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and 

T 

2 

+ — Tmh(tf) \<f G s(0, tF; h(t0), t0)dt0] 

F r t* if %c^ 

/=1 L J ' / - l "^O 

-Qos(if) [f Gs(0,tF;O,to)dt0] 
•>'/-1 J 

^ r n '/• 

= «* I ] ?».('/) G,(h(tP), tP, hUo), tQ)dtQ 

(24) 

"f-i dx. 

+ — TmA(/>) ( V G,(h(tP), tF; h(t0), t0)dt0] 

p [ - f'/ 3G, 

+<*s h\ TosVf) -z^-Mh)* to o, t0)dta 

-Qos 

>'f-\ dx0 

(if)\
f Gs(hUF),tF;0,t0)dt0] 

J ' / - 1 J 

where 

'/+'/-! / = 1 , 2 , . . . , ? , . . . 

(25) 

(26) 

For every time step tj_ x to tj, it is assumed that 

/7 ( /0) = /I (i>_ !) + A ( i> ) ( /0 - i>_ j) (27) 

The time step increment Atf = tf — tf_l can vary with/ . Us
ing equation (27), one can calculate analytically all the in
tegrals appearing in equations (24) and (25) (see the appendix). 

In matrix form, equations (24) and (25) can be written as 

[AF]{TF) = [BF]{qF} + [AF
F-niTf-l} + [BFp-

l]{qF-1} 

+ • • •+[AF]{T])+[BF}{ql} (28) 

where [A%\, [BF],- • •, etc., are 2 X 2 matrices that depend 
on the velocity h and the front position h. Subscripts in the 
above matrices denote current time of reference, while 
superscripts denote the time interval during which integration 
is carried out. The vectors (Tj) and {q{} are defined as 
follows: 

cess has fading memory, however, so that restarting every time 
at t = 0 is not essential as time increases (Brebbia et al., 1984). 

Sensitivity Analysis. Following Beck's method (Beck et al., 
1982, 1985; Beck 1970), it is assumed that the basic unknown 
of the problem, q0s, changes in a piecewise constant manner as 
indicated in Fig. 2, where qF

s is the unknown flux during the 
time interval (tF_lt tF) (i.e., step F). The flux history at t < 
?F„ i is considered to be known from previous calculations. To 
stabilize the solution of the inverse problem, it is assumed that 
q0s is constant at (r - 1) future time steps, and has the same 
values as during the current time step F, i.e., 

nF+r-l. - 1 & + r - - nF+1 _ „F (31) 

This assumption is used temporarily until qF
s is calculated. 

At this point, for clarity, the subscript s is dropped from Ts. 
Let the starred temperature field vector T* be defined as 

f „ W 7 * ( A ( f F + i - i ) . W - i ) l 
/ = ! , / • (32) 

with fF+/_! defined from an equation similar to equation (26) 
and with the star superscript in equation (32) indicating 
temperatures calculated with the flux assumption of equation 
(31) and the current estimate of qF

s (Fig. 2). For the first itera
tion, qg equals q&-1. 

The sensitivity coefficients are defined as follows: 

[ T ™ - 1 ; ^ ] - / = ! , / • (33) 

Equation (33) expresses how the boundary temperatures dur
ing the time step (F + i - 1) will be affected by a unit change 
of qF

s. Note that the above-defined sensitivity coefficients are 
independent of the temperature and temperature gradient 
boundary conditions at x = 0 and x = h(t), but they depend 
upon the geometry, which changes with time. In other words, 
the sensitivity coefficients are functions of the velocity history 
h(t) as well as h(t) and they have to be recalculated at each 
new time step. 

Using a Taylor's series expansion about qF
s~\ one can 

write 
[TF+i-i j = { J » + /_ i j + (qg-qFs^){TF+'- «£' 

where 

r jF-i T(h(tF+i^),tF+ 

no, iF+l_t) '-'} 

(34) 

(35) 

is the boundary temperature vector calculated using the real 
flux condition at x = 0. The higher order terms in the Taylor 
series (34) have been neglected here. The aim is to minimize 
the error E(tF) introduced in the temperature at x = h(t) 
when equation (34) is used, i.e., 

"*'-lr:(,>,)-<*-{J:$}-
/ = 1 , 2 , . . . , F , . . . (29) 

From the recursive equation (28), one can write 

[AF
FX\\[TF+1} = [BF

FX\\{Q^} 

+ [AF
F+X] [TF] + [BF

F+,] [qF] + [AF
F~+\] [ T T < ] 

+ [BFIi] {QF~'] + • • • + [AF+,] [n\ + [BF+l] [<7i] 00) 

Note that |/4£+}] ^ [AF], so one must recalculate all the ma
trices from equation (20) at every new time step, using the 
analytical expressions given in the appendix. This situation 
arises because of the presence of convolution-type integrals in " g . 2 Constant heat flux assumption used for calculation of the 

,„„, „ , , . r. , < T „ starred temperature field during the interval tc_* < t < tr + r_-<; t h e 
equation (20). Recalculation of these integrals from t = 0 at «u x at t < tF_1 is known, while qgs (tF_i < t < tF) is the primary 
each time step does add to the computational effort. The pro- unknown. 
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r 

E(iF)=T, inHh+t-i). ^+,-_1)-rffl)
2 (36) 

1=1 

Equation (36) expresses the error E{tF) not just as the step 
(F) but also at (r — 1) future steps. Note that equation (36) 
looks similar to the minimization technique reported in Beck 
et al. (1982, 1985) and Beck (1970), if the solidification front is 
considered to be the position of a perfect (without error) mov
ing temperature sensor. By requiring 

dE(tF) 

- r / i = 0 (37) 

at every time step F and by using equations (34) and (36), one 
can get 
qos—qos 

A - - dT 
X, (Tm-T*{,h{tF+i_{), tF+l_l))—-r(h(tF+l_i), '™-i ) 
;= I °Vos 

(38) 

Note that it is very simple to calculate qF
s through equation 

(38), if one gives a procedure to calculate [TF+I~l; q%s] and 
the starred temperatures, for / = 1, r. 

Calculation of the Sensitivity Coefficients. The integral for
mulation gives a great advantage with regard to direct com
putation of the sensitivity coefficients. 

For example, consider one future step (r = 2). Then, using 
equations (28) and (30), and the definitions given by equations 
(29) and (33), one gets 

{r^;0 = [^]-'[^][j] (39) 

and 

{7*?+,;9£) = [ ^ J i ] " 1 ([*&!] 

+K,]+K]M>])m 
(40) 

where the constant heat flux assumption (equation (31)) has 
also been taken into account. The sensitivity coefficients re
quired in equation (38) are just the first components of the 
vectors in equations (39) and (40). 

The starred boundary temperatures can be calculated from 
equation (28) using the actual qms(t), h(t), and the q0s(t) 
profile of Fig. 2. Once qg is calculated from equation (38), 
one can calculate the actual r(0, t) = T0s (?) from the follow
ing equation: 

no, iP) = r*(o, iP) + ( 9 £ - « £ - ' S ^ (41) 

where the sensitivity coefficient is given by the second compo
nent of the vector [ TF; #£.) in equation (39). 

Note that since the sensitivity coefficients, given by equa
tions (39) and (40), are independent of qg, the equations (34) 
and (41) add no error to the errors introduced by the 
numerical discretization of equations (22) and (23), and the 
constant heat flux assumption. 

Starting the Algorithm. To start the proposed algorithm 
presented in the last paragraph, it is required that one know 
qls at time (t0 + ?,)/2. Even though an iterative technique has 
been successful, it is preferable to use equation (17) (just the 

first three terms) to estimate the required temperature gradient 
at the first time step. In brief, the algorithm works as follows: 

The temperature gradient qg is unknown. Assuming tem
porarily Qo/''1 = qof1, i = 1, r (where qF~l is considered 
to be known), and by using the known quantity 
qms(if+i-i)> o n e c a n (bv solving a direct problem) calculate 
the starred temperatures at the time steps F + i - 1, i = 1, 
r. Then, using the sensitivity coefficients and equation (38), 
one calculates qF

s and so from equation (41) the actual 
7^ (tF). Note that Tm is used only in the minimization 
process, and not in the calculation of the starred 
temperature field. In other words, Tm here plays the same 
role as that of an internal temperature measurement in the. 
problems discussed by Beck et al. (1985). 

Numerical Results. Consider the case Tjn = Tm — 0, ks = 
l ,p = 1, cs = 1, L = 1/2, and qms = 1. Then qm, = 0 and 
from equation (9) h = 2. An analytical solution for this 
problem is given in equation (19) for T0s and an expression for 
<70s can be derived from equation (17). These expressions are 

<7o*(0=e4' (42) 

T0s(t)=-L(\-e4<) (43) 

Physically, this case represents solidification of a liquid initial
ly at the melting temperature, which is cooled on the boundary 
x = 0. Solidification starts atx = 0 and proceeds upward. The 
liquid portion of the mold remains at the melting temperature 
during the process. Even though the above example is 
physically an unrealistic one for large castings (since it is re
quired eventually to have infinite flux at x = 0 to maintain 
constant velocity at the front), it is a very good way to examine 
the effectiveness of the present algorithm in the solid phase. 

Figure 3 shows plots of the flux q0s (t) together with the ex
act solution given by equation (42) for three different time 
steps: Atf = 0.1, 0.05, and 0.005. One future time step (r = 2) 
has been used to stabilize the solution. It is expected that the 
comparison should be good at small times, while later, when 
the interface moves away from the x = 0 boundary, oscilla
tions or divergence from the analytical solution should occur. 
In Fig. 3 only the stable region has been plotted. As can be 
seen, the smaller the time step, the more accurate the 
numerical solution, but also the sooner it starts to diverge 
from the exact solution. For example, using Aty = 0.005, the 
numerical solution rapidly diverges from the exact one at 
about / = 0.3 (the region / > 0.3 is not shown in this figure), 
while, if Atf = 0.5 is used, divergence starts only after / = 0.9. 
Similar conclusions can be drawn from Fig. 4 where the 
boundary temperature T^it) has been plotted together with 
the analytical solution from equation (43). Note that the 
results for temperatures are in general (as is expected) more ac
curate than those for the temperature gradients, but when the 
temperature gradient solution starts to diverge, the 
temperature does also. If r > 2 is used, the numerical solution 
becomes slightly more accurate and more stable. 

Inverse Problem in the Liquid Phase 

The liquid phase is governed by equation (4) and it is as
sumed that the velocity of the front h is given while the 
melting and initial temperatures as well as the interface 
temperature gradient qm, are known through equations (5), 
(7), and (6), respectively. The primary unknown of the 
problem is the temperature gradient qol(t) = (dT,/dx) (x, 
01,-/ . 

Analytical Solution. A solution similar to equations (16) 
and (17) can be written for the liquid phase but it is rather im
practical, especially at small times when the distance between x 
= h(t) and x = / is quite large (assuming the worst case of 
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Fig. 3 Boundary temperature gradient q0 s as a function of time for dif
ferent time steps 

large I). So this analytical solution cannot be used to start the 
algorithm. 

Integral Formulation. The integral equation corresponding 
to equation (4) is given as follows (Zabaras and Mukherjee, 
1987; Chuang and Szekely, 1971; Heinlein et al., 1986): 

r , ( j f , 0 - 7 ' t a = « , j o [G,(x, t; h(t0), t0)(-qml(t0)) 

dG, 
+ ̂ r-L(*, t\ h(t0), t0XT,(hV0), t0)-Tin) 

ax0 

G,(x, t\ h(t0), t0)(T,(h(t0), t0)-Tin)h(t0)]dt0 

«/ 

I" T dG, 
+ «/J0 [—^"(^ 'i l> to)(Tol(t0)-Tin) 

+ Gl(x,t;l,t0)qol(t0)]dt0 (44) 

where an equation similar to equation (21) is valid for G,. 
By considering x = h(t) and x = I, one gets the following 

set of equations: 

_ ( 7 ' m - r t o ) = a , j o [ - G , ( A ( 0 . t; hUo), t0)qml{t0) 

dG, 
+ ^r

L{h{t), t; h{t0), t0)(Tm-Tin) ax0 

G,(h(t), t; h(t0), t0)(Tm-Tin)h(t0)\dt0 

a, J 

+ a / j o [G,{h{t),t;l, t0)q0i{t0) 

—~(h(t), t; 1, t0)(Tol(t0)-Tin)]dt0 (45) 
3Xn -I 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Time t 

Fig. 4 Boundary temperature T0s as a function of time for different 
time steps 

+ a j o [ G , ( U ; / , f0tao,(f0) 

dG, 

dx0 
U,t;l,t0KTol(t0)-TlH) dt0 (46) 

and 

1 
Tol(t)-Tin)=a,\o [-G,(l,t; h(tQ), t0)qml(t0) 

dG 
+ ^ - L ( / , /; h{t0), t0)(Tm-Tin) 

Numerical Implementation. A numerical implementation 
similar to that for the solid phase can be applied here. Omit
ting the details, one finally obtains an equation similar to 
equation (28), which is 

[c£] J7f] = [l%] [qf] + [(%-'] [7f->] + [/#-«] (tf-'j 

+ • • • + [l>>][9j) + [c j , ] [7 l ] (47) 

where the same notation as before is used, together with 

with / = 1, 2, . . . , F, . . . . The sensitivity analysis applied 
to the solid phase remains unchanged here. The subscripts 5 
must be replaced by / everywhere and the position x = 0 by the 
position x = I. 

Starting the Algorithm in the Liquid Phase. No "perfect" 
way to start the algorithm has been found yet. It is expected 
that if / is large only a rough estimation of ql

m can be achieved. 
A first approximation is to estimate Tl

0/ = Tin and then 
solve a direct problem for qx

al. Another possibility is to assume 
q\i = q\, and using equations (47) at t = ix and t = t2, solve a 
4 x 4 least-squares system for the three unknowns, ql

oh Tx
m — 

Tin, and 7Q/ — Tin. The second way has been used here but the 
error in the initial estimated temperature gradients remains 
large. Fortunately, regardless of this initial error, the 
algorithm is forgiving and soon picks up the right values. 

Numerical Results. To test this part of the algorithm, the 
following case is considered: 

r „ = - l , Tm=0, « ,= 1, * ,= 1, 

p = l, c, = \, L = 2, 1=1, 

. 0.43 r- 1 
h=—^, /! = 0.86v7, qml= -0.76178 — 

St \t 
An analytical solution of this problem has been reported by 

Carslaw and Jaeger (1959) and it has the following form: 

dx. 

G,U,t;h{t0),t0Wm-Tin)h(t0) 
<?o/ = 

dtn 

-0.9165 — e 
v7 

i 

to (49) 

and 
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Fig. 5 Boundary temperature gradient qol as a function of time for dif
ferent time steps 

Ta = - 1 + 1.833 erfc —— (50) 

where erfc is the complementary error function. 
Physically this case represents solidification of a liquid that 

is initially supercooled. The lower boundary x = 0 is suddenly 
brought up to the melting temperature. Solidification starts 
from the bottom and proceeds upward. The solidified part of 
the mold remains at the melting temperature during this 
process. 

The above expressions for h ( t) , h (t), and qmj (/), as well as 
the solution given by the equations (49) and (50), are slightly 
approximate, in the sense that a transcendental equation has 
to be solved numerically (Carslaw and Jaeger, 1959) in order 
to estimate the solution of the associated direct problem. 

Figures 5 and 6 show comparisons for qol and T0/ for three 
different time step sizes: Atf = 0.2, 0.1, and 0.05. Similar con
clusions can be drawn as for the calculations in the solid 
phase. The difference here is that one starts with large errors, 
then the error decreases and finally divergence occurs. Ob
viously, when the interface approaches x = /the analytical ap
proximation can be used. 

One future time step (r = 2) has been used to stabilize the 
solution in the liquid phase. If r > 2 is used, the solution 
becomes considerably more accurate at early times, while later 
(when the interface approaches x = /) the accuracy of the solu
tion drops significantly. This last fact is naturally expected, 
since time steps with h{t) > I are not possible. 

Discussion 

As shown before, the present algorithm remains more stable 
when large time steps are used, while for smaller time steps the 
algorithm is more accurate but diverges sooner (especially in 
the solid phase). 

These observations suggest an advantage of the present 
method. Since the BEM formulation can use different time 
steps Atf as one proceeds forward in time, one can adjust the 
time step in such a way that the calculations remain both 
stable and accurate for longer times. For example, in the solid 
phase, one can start with small time steps until the flux q0s 

starts diverging. Then the time step size can be increased until 
new divergence occurs, at which time the time step is increased 
again, etc. Obviously, there is a time step upper bound that 
fails to give acceptable accuracy. 

Conclusions 

An integral formulation has been presented in this paper for 
the solution of certain inverse Stefan problems, which are of 
special interest in the design of casting processes. Based on the 
results presented in this paper, the integral formulation ap
pears to have some advantages over the finite difference 

"5 .6 O.I 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 I.I 1.2 1.3 

Time t 

Fig. 6 Boundary temperature T0; as a function of time for different 
time steps 

method and the finite element method for the solution of in
verse moving interface problems for four reasons: 

(a) the present algorithm is clearly a boundary algorithm, 
so no domain calculations have to be done; 

(b) the integral formulation considers the flux as a 
primary unknown; 

(c) the calculation of the sensitivity coefficients is 
straightforward; and 

(d) the matrix form of the integral representation of 
Stefan problems looks like that for problems with stationary 
boundaries. 

The last observation (d) suggests that all the current ad
vances in inverse heat conduction with stationary boundaries 
can be extended easily to inverse Stefan problems. 

A disadvantage of this method is the assumption of con
stant material properties. Different material properties can, 
however, be assigned to the solid and the liquid phase, 
respectively. 

As has been mentioned several times before in this paper, 
the idea here is to set desired values of front velocity and 
temperature gradients and then to determine the conditions on 
the stationary boundary that are required to achieve these 
desired values. Hence, random errors in the desired quantities 
have not been included in this work. Further investigation is 
necessary in order to examine the stability and accuracy of the 
solution of inverse problems such as these when errors are 
allowed in the desired data. 
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A P P E N D I X 

The integrals in equations (24) and (25) are 

f'/ 
/ i = a s G,(0, tF; 0, t0)dt0 

J ' / - i 

'/ dGs (0,tF;0,t0)dt0 = 0 12 = <Xs\' , v 
J ' / ~ i ox0 

13 = ots\
f Gs(h(tF),tF;0,t0)dt0 

h(tF) /e-*f-i e-"} r ] 
= — — ( Vir(erf (fl7) - erf (af_,)) 

-i " / 

where 

and 

h(tF) 

•jAa,(tP-tf_{l 

HtP) 

y/4AtF-tf) 

•i •{h(tF),tF;0,to)dta 

-jerf(fl /)-erf(a /_1)J 

[f —-^(h(tF),tF;h(t0),t0)dt0 J ' / - i °x0 

-(tF-tf)h(L)+B 
-h(tf)B/c s fe r f ( -

lF~'/)"yif) 

2 " " <-" \ lAas(tF-tf) 

-(tF-tf^Mt/)+B 

• ) 

- e r f ( - - ) ) 
where 

B = 

h = 

y/4as Vp-tf.J 

h(tP)-haf-i)-faif)UF-t/-i) 

as\
f Gs(h(tF),tF;h(t0),t0)dt0 

ir) I V ~Jdo, (t„-tA ) 

' / - i 

T h(if) I 6 "V slAas(tF^lj) 
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On Numerical Methods Used in 
Mathematical Modeling of Phase 
Change in Liquid Metals 
The work presents an analysis and comparative evaluation of different methods 
used for the numerical solution of heat conduction with phase change problems. 
Both freezing (melting) water as well as solidifying liquid metal problems are ex
amined. Emphasis is placed on weak formulations as they tend to be simple to pro
gram and easily implemented in existing single-phase codes. A new method based on 
the apparent capacity technique is proposed. In this technique an "effective capaci
ty" is computed, based on the integration of temperature profiles over the nodal 
volumes. This method shows significantly better performance when compared with 
other methods for the numerical analysis of solidifying metals. 

1 Introduction 

With the advent of high-speed digital computers, 
mathematical modeling of the solidification process has 
become a useful tool in designing permanent molds for metal 
casting. 

The heat transfer problem to be solved, often referred to as 
Stefan's problem (Stefan, 1891), involves solving the heat con
duction equation with moving boundaries. The governing 
equations for the simple one-dimensional Stefan problem can 
be written as 

a 
~dx 

•4^-1 = PsCs~, 0<*<S(0 
dx J s s dt 

dx rL dx J = PLCL 
dT, 

-,x>S(t) 

with conditions at the interface x = S(t) of the type 

••T* = T, 

dTL 

dx 
—k.-

dTs 
dx 

f 

= ~PsL 
dS(t) 

dt 

(1) 

(2) 

(3) 

In these equations, the subscript s refers to the solid phase 
and L to the liquid phase. Along with these equations, bound
ary and initial conditions have to be specified. Stefan's prob
lem has been extensively investigated due to its practical im
plications. Neumann (1912) presented an analytical solution to 
a one-dimensional Stefan problem. Unfortunately, unless the 
problem geometry is very simple, analytical solutions are not 
available and hence most techniques for solving Stefan prob
lems rely on some numerical scheme, usually finite difference 
or finite element. 

One of the simplest techniques of accounting for the latent 
heat effect is to set up an energy budget at each node of a grid 
and to set the nodal temperature back to the phase change 
temperature after each time step until enough heat has been 
accumulated to account for the latent heat associated with that 
node. The technique was described by Dusinberre (1945) and 
later by Doherty (1970). Recently, Rolph and Bathe (1982) in
corporated a similar technique into a finite element formula
tion of the Stefan problem. 

A commonly used technique of accounting for the latent 
heat in a fixed spatial grid is to increase the heat capacity ar
tificially near the phase change temperature. Some of the early 
work developing this technique was done by Hashemi and 
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Sliepcevich (1967), who used an implicit finite difference for
mulation of the problem. Later, Comini et al. (1974) im
plemented the method with a finite element formulation. 
Recently, Pham (1985) presented a three-level finite difference 
formulation of this method. 

Many of the more recent works have dealt with methods 
that formulate the governing equations in terms of enthalpy. 
Crowley (1978) used the enthalpy formulation with a finite 
difference scheme to solve two-dimensional problems. Bell 
and Wood (1983) tested the explicit finite difference formula
tion of the enthalpy method in the region of a singularity. 
Recently, Tacke (1985) presented a new formulation of the ex
plicit enthalpy method for one-dimensional problems. He 
tested his technique on both ice-water and solidifying steel test 
cases. If an implicit scheme is used, the enthalpy method re
quires the solution of a system of nonlinear equations. Meyer 
(1973), Shamsunder and Sparrow (1975), and Jerome (1977) 
have all presented formulations of the implicit enthalpy 
method. 

Some researchers have transformed the governing equations 
to use the freezing index as the state variable. Kikuchi and 
Ichikawa (1979) used this method to solve two-dimensional 
ice-water problems. Later Blanchard and Fremond (1984) in
troduced the homographic approximation (Brauner et al., 
1982) along with the freezing index to solve two-dimensional 
freezing of soil around buried pipes. 

A technique that attempts to track the phase front using the 
method of lines was presented by Meyer (1977). The technique 
can run into difficulties if the moving boundary does not vary 
smoothly or monotonically with time. Also, the method is not 
suitable for problems where a mushy range exists. 

Lazaridis (1970) presented a method that solves for the 
front locations and solves the finite difference equations based 
on this location. His method is capable of handling 
multidimensional problems but is extremely complex. He 
tested his method on solidifying metal. 

Duda et al. (1975) presented a technique that transforms the 
governing partial differential equations into a coordinate 
system where the phase boundaries correspond to fixed coor
dinate surfaces. 

Several researchers have presented techniques, usually with 
a finite element formulation, which actually deform the 
spacial grid in order to track the phase front. Some recent 
work using this technique has been done by Lynch and O'Neil 
(1981) and Lynch (1982). Lynch (1982) tested his method on 
freezing water test cases. 

Some researchers have presented fairly in-depth reviews of 
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existing methods, but few actually have done a comparison of 
the performance of the various methods when applied to 
specific problems. An extensive review of the literature is 
given by Lunardini (1981). Due to the interest in this field, 
however, a number of important papers have been written 
since his review. It should be mentioned that the majority of 
researchers have tested their method on ice-water test cases, 
and the problem of solidifying metal has been primarily a 
beneficiary of the former. 

The present work examines the performance of various 
techniques in solving solidifying liquid metal problems in 
order to determine their applicability for implementation into 
a general purpose metal casting algorithm. A one-dimensional 
freezing water problem is also examined in order to determine 
the difference between the numerical behavior of metals and 
water. A new method developed by the authors based on the 
apparent capacity method is presented. 

2 Methods 

The criteria for choosing the methods to be investigated are: 
1 Ability to solve multidimensional problems 
2 Ease of implementation 
3 Ability to account for a "mushy" region (latent heat 

released in a temperature range) commonly encountered in 
solidifying metal alloy problems. 

It was felt that in general, the so-called "weak methods" 
best fulfilled these criteria. Weak methods do not explicitly 
make use of the phase-change boundary. Because of this, they 
are often capable of handling problems where the phase 
change region is a volume and not a surface as in isothermal 
solidification. In multidimensional problems, the phase front 
can be very difficult to track, particularly if it does not vary 
smoothly with space and time; therefore weak methods tend to 
be simpler. The methods chosen for investigation are the 
following: 

2.1 Postiterative (Isothermal). The postiterative method 
(Dusinberre, 1945; Doherty, 1970) of accounting for the latent 
heat is probably the simplest of all the methods. The first step 
in setting up the method is to write the usual finite difference 
or finite element equations. For the nodes at which phase 

change is occurring the temperature is set back to the phase 
change temperature and the equivalent amount of heat is add
ed to an enthalpy budget for that node. Once the heat in the 
enthalpy budget equals the latent heat for the volume 
associated with that node, the temperature is allowed to fall 
according to heat diffusion. Both explicit and implicit finite 
difference as well as implicit finite element formulations have 
been considered in this study. 

2.2 Postiterative (Mushy). This is the same as the 
previous technique except that a mushy range is to be ac
counted for (Salcudean et al., 1983, 1986). The latent heat is 
released (or absorbed) over a temperature range, and is as
sumed to be a function of the temperature in that range. For 
the purpose of this investigation, the latent heat is assumed to 
be released linearly with temperature. The procedure is as in 
the isothermal case except that now the temperature will be set 
to 

T=T2-(AH/L)AT 

where T2 is the temperature at the top end of the mushy range. 
Isothermal solidification problems can be solved using this 

method by assuming solidification to occur over a small 
temperature range. Again, both implicit and explicit finite dif
ference, as well as implicit finite element formulations of this 
method, have been investigated in this work. 

2.3 Apparent Capacity. In this technique (Hashemi et 
al., 1967; Comini et al., 1974; Pham, 1985), the latent heat ef
fect is accounted for by increasing the heat capacity in the 
phase change temperature range. If a linear release of the la
tent heat across the temperature range is assumed, the ap
parent capacity is 

C 
CM 
C 

where 

T<TX 
T{ < T< T2 
T>T2 

CM = C+L/AT 

solid region 
mushy region 
liquid region 

(4) 

The apparent capacities are calculated based on the 
temperatures at the nodes and the resulting finite difference or 

N o m e n c l a t u r e 

C = 
e = 

f, = 

/H = 

F0 = 

H = 
AH = 

/ = 

/ = 

L = 

N = 

specific heat, Jkg~ 'K - 1 

specific energy, Jkg"1 

function to calculate 
temperature from 
enthalpy 
function to calculate en
thalpy from temperature 
Fourier moduli = kAtp ~' 

enthalpy, J 
heat in enthalpy budget 
of postiterative method, J 
number of points used in 
standard deviation 
calculation 
thermal conductivity, 
W m - ' K " 1 

characteristic length in 
test problems, m 
latent heat of fusion, 
Jkg- 1 

number of time steps 
used in standard devia
tion calculation 

. QR 

s -
S(t) --

t --
T --

AT = 
TT --

u -

V --
x,y = 

A = 
V = 

/* = 
€ = 

p = 

= heat flux from left and 
right and into nodal 
volume, Wm^2 

= standard deviation, °C 
= position of phase front at 

time t 
= time, s 
= temperature, °C 
= mushy range, °C 
= analytical or converged 

temperature, °C 
= freezing index: = k\'0Tdt, 

Jmr 1 

= volume, m3 

= Cartesian coordinates, m 
= increment 
= constant in homographic 

approximation 
= liquid water content 
= fraction of nodal volume 

which is solid 
= density, kgm - 3 

Subscripts 
1 = 
2 = 
a = 

eff = 
/ = 

i-U 
i, i+\ = 

L = 
LM = 

M = 
MR = 

S = 

Superscripts 

* = 

m, m+ 1 
m + 2 = 

solidus 
liquidus 
apparent 
effective 
phase change 

grid points 
liquid 
position of left element 
boundary 
mushy 
position of right element 
boundary 
solid 

second-order 
approximation 

> 
time steps. 
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Fig. 1 One-dimensional temperature and heat capacity profile in an Fig. 2 One-dimensional temperature and heat capacity profile in an 
element element 

finite element equations are set up based on these apparent 
capacities. 

Again, isothermal solidification can be modeled by assum
ing a small mushy range. Both implicit and explicit finite dif
ference formulations of this method have been considered. 

2.4 Enthalpy Method. In the enthalpy method (Meyer, 
1973; Shamsunder and Sparrow, 1975; Crowley, 1978; Bell 
and Wood, 1983; Tacke, 1985), the heat conduction equation 
is written as 

dH _ Vd2T d2Tl 
(5) 

An enthalpy versus temperature variation is then assumed. 
For the case of linear latent heat release, the variation is 

H= 
CT 
CT+L(T-Ti)/(T2-
CT+L 

T<T, solid region 
T\) T{< t< T2 mushy region 

T> T2 liquid region 

(6) 
As mentioned before, in the implicit case, a set of nonlinear 

equations results and must be solved iteratively. Both the im
plicit and the explicit finite difference formulations have been 
investigated in this study. 

2.5 Pham's Method. The technique recently published 
by Pham (1985) is actually a hybrid of the enthalpy and ap
parent capacity methods. He uses a three-time-level finite dif
ference scheme. For the one-dimensional case, this can be 
written as 

pC!» + i(TI» •77" ) = 
2Atk 

3(Ax)2 

+ Tf_\2 + T?_\ l + Tf^{- 2T("+2 

where C/"+1 is calculated as 

2kAt 

[ r r + + 2 + 7 f + + , + 7 T + i 

-277 -277"] 

rTvw+l i rrm+ 1 _ OTm + l l 
(Ax)2 + y ' - i ll> J 

AH* = 

T* = fT(fH(Tr)+AH*) 

QB+1 = AH*/(T*-Tf) 

(7) 

(8) 

(9) 

(10) 

After T["+2 has been found from equation (7), it is 
recalculated based on 

^ + 2 (cor rec ted)= / r [ /^ ( r , f " ) + Cf + 1 ( ^ + 2 - 7 , / n ) ] (11) 

The term in the square brackets represents the calculated new 
enthalpy at node i. If C/"+1 was underestimated causing T["+2 

to " jump" past the freezing temperature, equation (11) will 
reset 7 7 + 2 back to the freezing range. 

2.6 Effective Capacity. This is a new technique, which is 
being proposed in this work. A temperature profile is assumed 
between the nodes, and instead of calculating an apparent 
capacity based on the nodal temperature, an effective capacity 
is calculated based on an integration through the nodal 
volume and the assumed temperature profile. The integration 
to be evaluated is the following: 

' <? / / = [\cadv] C„dV\/V (12) 

For the purpose of this work, linear temperature profiles 
between the nodes have been assumed. Figure 1 illustrates a 
possible temperature profile for a one-dimensional problem, 
along with the apparent capacity distribution that would result 
assuming the apparent capacity function given by equation 
(4). Since node i is not within the mushy range, the apparent 
capacity method would set the heat capacity of nodal volume /' 
to C, thus neglecting the latent heat effect for that time step. 
By evaluating equation (12), the effective capacity method sets 
the heat capacity of nodal volume / to (3/4)C+ (1/4)CM; thus 
accounting for the latent heat effect. 

If, however, the temperature profile and apparent capacity 
distribution happen to be as in Fig. 2, the apparent capacity 
method sets the heat capacity of nodal volume / to CM, 
thereby overemphasizing the latent heat effect. The effective 
capacity method again would set the heat capacity to 
(3/4)C+(1/4)CM . Similar problems occur in multidimen
sional cases. 

By evaluating equation (12) at each time step, it is ensured 
that the latent heat effect is accounted for at all time steps, 
even if the mushy range happens to fall between two nodes. 
Implicit and explicit finite difference as well as implicit finite 
element formulations have been investigated. Linear 
temperature profiles between the nodes have been assumed. 
For further details on this method, see Poirier (1986). 

2.7 Tacke's Method. This is a variation of the enthalpy 
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method for one-dimensional isothermal solidification. The 
method was introduced by Tacke (1985). It is based on an ex
plicit finite difference formulation and is identical to the en
thalpy method except for the element that contains the phase 
front. 

If an element contains the phase front, the front position is 
calculated using Newton's iterations based on 

/ / , = L ( l - f ) + C ( 7 ^ - r F ) ( l - £ ) / 2 - 0 ( 7 , - 7 ^ ) 5 / 2 

(13) 
Once the front location is known, the heat flux density into 

and out of the element can be defined as 

QL=k(TP-T,_l)/(Ax(Q.5 + S)) (14) 

QR=k(Ti+l-Tm)/(Ax(1.5-£)) (15) 

If the phase front passes from one element to another in a time 
step, the enthalpies are corrected to account for the errors in 
the assumed heat flux densities. 

2.8 Blanchard and Fremond's Method. This technique 
(Blanchard et al., 1984) uses the freezing index and the 
homographic approximation. The homographic approxima
tion is simply an approximation to the variation of the liquid 
water content n with temperature. It is expressed as 

1 / (T-TP) 
M 2\r,+ \T-TF\ 

+ 1 (16) 

If 7*is greater than TF, /x from this equation approaches unity, 
while if Tis less than TF, /n approaches zero. 

The specific energy of the solidifying material is given by 

e^CT+Lji (17) 

Using this definition and expressing the freezing index by 

1 du 
u = k\ 

Jo 
Tdt or T=-

k dt 

the energy equation can be rewritten as 

pe' — pe° 
d2u d2u 

dx2 by2 

(18) 

(19) 

In this method, equation (19) is discretized and solved instead 
of the original energy equation. Both implicit finite difference 
and finite element formulations have been considered. 

T ( x , t ) , k, p , c , L 

3 Test Problems 

The first three test cases are one dimensional. Figure 3 il
lustrates the geometry of the problem. The problem was taken 
to be pure conductive heat transfer. The entire domains was 
assumed to be at a uniform initial temperature above the 
phase change temperature, with the front end {X=Q) dropped 
to some temperature below the phase change temperature at 
time (/ = 0). 

Table 1 gives the material properties and boundary condi
tions used for the three test cases. Typical material property 
values for iron (test case #1), aluminum alloy (test case #2), 
and water (test case #3) were assumed. The material properties 
were assumed constant for simplicity, neglecting temperature 
dependence. For test case #1 and test case #3, the well-known 
Neumann analytical solution (Neumann, 1912) was used for 
the comparison of the computed results. Although the 
Neumann solution is for an infinite solid, the assumption of a 
constant temperature T(l, t) was found to be acceptable as on
ly an advance of the front through a short distance from the 
boundary is considered in the computations of the test cases. 

The other two test cases were two dimensional. Figure 4 il
lustrates the geometry of the problem. The problem cor
responds to 1/4 of a long square cross-sectional solid initially 
at some temperature above the phase change temperature, 
with the surface dropped to some temperature below the phase 
change temperature at time t = 0. Table 1 gives the material 
properties for these test cases. Again, typical material proper
ties for iron (test case #4) and an aluminum alloy (test case #5) 
were assumed. 

4 Results and Discussion 
The five test cases were solved using the various techniques 

and the results were analyzed for accuracy and sensitivity to 
various parameters. For the two-dimensional test runs, com
putational costs were also examined. Cost was not examined 

3T/3y - 0 

T(x ,y , t ) , k, p, C, L 

Fig. 3 Schematic of one-dimensional test problem 

x T(x,0 , t ) x=i 

Fig. 4 Schematic of two-dimensional test problem 

Table 1 
cases 

Material properties and boundary conditions for the five test 

Thermal Conductivity (W/mK) 
Heat Capacity (J/kg K) 
Density (kg/m3) 
Latent Heat (J/kg) 
Phase Change Temperature C O 
Mushy Range (°C) 
* (m) 
T(x,o) C O 
T(o, t) C O 
TU. t ) C O 
T(x,y,o) C O 
T(o,y,t) - T(x,o,C) ("O 

Test Case 01 
1-D Iron 

30.0 
800.0 

7,000.0 
200,000.0 

0.0 

-1.0 
150.0 

-500.0 
150.0 

-
~ 

Test Case #2 
1-D Aluminum 

130.0 
900.0 

2,500.0 
400,000.0 

-
-50.0 to +50.0 

1.0 
150.0 

-400.0 
150.0 

-
-

Test Case #3 
1-D Water 

2.0 
2,500.0 
1,000.0 

100,000.0 
0.0 

-2.5 
2 .0 

-10.0 
2 .0 

-
-

Test Case #4 
2-D Iron 

30.0 
800.0 

7,000.0 
200,000.0 

0.0 

-0 .1 

-
-
-

150.0 
-500.0 

Test Case //5 
2-D Aluminum 

130.0 
900.0 

2,500.0 
400,000.0 

-
-50.0 to +50.0 

0 .1 

-
-
-

150.0 
-400.0 
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Table 2 Conditions for test cases #1, #2, and #3 

i x 

No. of nodes 

i t "A" 

Fourier moduli 

At "B" 

Fourier moduli 

i t "C" 

Fourier moduli 

Mushy Range* 

•A" 

•B" 

•c" 

(m) 

( s ) 

( s ) 

( s ) 

(°C) 

Constant in Homographic 
Approximation* (°C) 

Test Case #1 
1-D Iron 
Explicit 

0.05 

21 

70 

0.15 

140 

0.30 

210 

0.45 

10 

10 

Test Case #1 
1-D Iron 
Implicit 

0.05 

21 

200 

0.43 

600 

1.3 

1000 

2 .1 

10 

10 

Test Case #2 
1-D Aluminum 

Explicit 

0.05 

21 

7 

0.16 

14 

0.32 

21 

0.49 

100 

-

Test Case ill 
1-D Aluminum 

Implicit 

0.05 

21 

20 

0.46 

60 

1.4 

100 

2 . 3 

100 

-

Test Case 113 
1-D Water 
Explici t 

0.125 

21 

2000 

0.10 

6000 

0.31 

10000 

0.50 

0 .5 

0 .5 

Test Case #3 
1-D Water 
Implicit 

0.125 

21 

10000 

0.50 

30000 

1.5 

50000 

2.6 

0 .5 

0 .5 

* Either assumed or actual where applicable. 

Table 3 

ix = fly (m) 

Grid 

flt (s) 

Mushy Range* (°C) 

Conditions for test cases #4 and #5 

Test Case 4A 
2-D Iron 

0.02 

6x6 

20 

10 

Test Case 4B 
2-D Iron 

0.01 

11x11 

10 

10 

Test Case 5A 
2-D Aluminum 

0.02 

6x6 

5.0 

100 

Test Case 5B 
2-D Aluminum 

0.01 

11x11 

2.0 

100 

* Either assumed or actual where appl icable . 

for the one-dimensional runs as it was felt that the results for 
two-dimensional cases are more significant. For some of the 
methods, both finite difference and finite element formula
tions have been used. In the one-dimensional finite element 
cases, three-node quadratic elements were used with a lumped 
capacity matrix. In the two-dimensional finite element cases, 
three-node triangular elements were used, again with a lumped 
capacity matrix. For the finite difference formulations central 
differences were used in the spatial domain. 

The time steps, spatial increments, and mushy ranges used 
in the computations are given in Tables 2 and 3. In the case of 
freezing water, the material properties, time steps, and spatial 
increments were taken similar to those used by Goodrich 
(1978), as his is a commonly used test case for ice-water 
modeling. 

Tables 4, 5, and 6 give the results of the tests. In the two-
dimensional test cases, as well as the test cases involving a 
mushy region, no analytical solution exists for the comparison 
of the computed results. For this reason, the problems were 
solved by a number of methods on an extremely fine grid. It 
was found that all methods converged to the same results if a 
fine enough grid and small enough time step were used. These 
results were used when calculating the standard deviations of 
the various methods. The standard deviations given in the 
tables were calculated from the following equation: 

s=\t\i(T?-TTp)2/l\°'5}/N (20) 

In the two-dimensional test cases five representative points 
were compared, as shown in Fig. 4. These points are: 

A = (0.02, 0.02), B = (0.02, 0.040), C = (0.02, 0.08), 

D = (0.06, 0.08), E = (0.08, 0.08) 

Note: The dimensions of the spatial domain are 0.1 x 0.1. 
For those test cases for which an analytical solution does ex

ist, the evaluation of the solution was started at a small time 

y 
# 
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E
 

en 
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-100-

-200-

-300-

-400-

-500-
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-'•-
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Fig. 5 Temperature histories for test case #1 by the apparent capacity 
method (mushy = - 5.0 to + 5.0 °C), implicit finite difference; time step 
is 500 s 

after zero in order to reduce the errors associated with the 
stepwise variation of the initial boundary condition being ap
proximated by an element of finite volume. 

4.1 One-Dimensional Iron and One-Dimensional 
Aluminum. Table 4 gives the standard deviations for the 
one-dimensional runs. Looking at the explicit runs of the one-
dimensional solidifying iron case (test case #1), it is evident 
that the performance of the apparent capacity method is poor 
compared with the other techniques. The implicit apparent 
capacity standard deviations for the same test case again ap
pear much larger than some of the other methods. Figure 5 
shows the temperature history of the second to the fifth nodes 
for test case #1 with a time step of 500 s. Obviously, the ap
parent capacity method is severely underpredicting the 
temperatures. Referring again to Table 4, for the one-
dimensional aluminum case, although the mushy range is 
much larger than in the first test case, the apparent capacity 
performs poorly, particularly in the explicit runs. Figure 6 
shows the variation of the standard deviation with the time 
step for the one-dimensional aluminum test case. The errors 
are large (some > 8°C), and decreasing the time step does not 
always result in improved accuracy. These large errors can be 
explained, however. If the mushy range at any time falls be
tween two nodes, the latent heat effect is not accounted for in 
that time step and hence the temperatures fall unrealistically 
fast. It seems then that increasing the assumed mushy range in 
the one-dimensional iron case might help alleviate this prob
lem. Figure 7 illustrates the effect of the assumed mushy 
range. As expected, increasing the assumed mushy range does 
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Table 4 Standard deviations for test cases #1, 

Exp l i c i t Time Step (s) 

Post I t e r a t i v e ( isothermal , e x p l i c i t ) 
Post I t e r a t i v e (mushy, e x p l i c i t ) 
Apparent Capacity ( e x p l i c i t ) 
Enthalpy Method (mushy, e x p l i c i t ) 
Effect ive Capacity ( e x p l i c i t ) 
Tacke Method ( e x p l i c i t ) 

Impl i c i t Time Step (s) 

Post I t e r a t i v e ( isothermal , impl ic i t ) 
Post I t e r a t i v e F.E. ( isothermal , imp l i c i t ) 
Post I t e r a t i v e (mushy, impl ic i t ) 
Apparent Capacity ( i m p l i c i t ) 
Enthalpy Method (mushy, impl ic i t ) 
Pham Method ( impl i c i t ) 
Effect ive Capacity ( imp l i c i t ) 
Effect ive Capacity F.E. ( imp l i c i t ) 
Blanchard & Fremond ( imp l i c i t ) 
Blatichard & Fremond F.E. ( imp l i c i t ) 

Test Case 111 
1-D Iron 

CO 

A 

70 

4 . 3 
3 . 8 

12.5 
3 . 8 
3 . 5 
1.4 

200 

7 . 0 
12.0 

7 . 0 
12.0 

3 . 5 
5 .5 
2 . 3 
2 . 4 
2 . 2 
3.7 

B 

140 

4 . 6 
4 . 1 

17.2 
4 . 1 
4 . 1 
1.8 

600 

11.0 
19.0 
11.0 
15.0 

4 . 3 
17.0 

3 .2 
3 . 0 
3 . 8 
4 . 0 

C 

210 

5 . 2 
4 . 7 

19.0 
4 . 5 
4 . 8 
2 . 3 

1000 

14.0 
25.0 
21.0 
17.0 

5 . 8 
32.0 

5 . 0 
4 . 8 
6 . 0 
5 .0 

#2, and #3 

Test Case 
1-D 

A 

7 

-
2 . 6 
2 . 8 
2 . 4 
1.2 
-

20 

-
-

9 . 0 
5 .2 
4 . 5 
4 . 0 
1.5 
1.6 

-
-

112 
Aluminum 
CO 

B 

14 

-
2 . 6 
6 . 4 
2 . 3 
1.6 

-

60 

-
-

19.0 
5 .9 
6 . 2 
6 . 5 
3 . 2 
2 . 5 

-
-

C 

21 

-
3 . 0 
9 . 4 
2 . 2 
2 . 7 
-

100 

-
-

27.4 
9.7 
8 . 3 
>30 
4 . 3 
4 . 0 

-
-

Test Case #3 
1-D Water 

CO 

A 

2000 

0.17 
0.16 
0.32 
0.17 
0.24 
0.021 

10000 

0.45 
0.40 
0.40 
0.60 
0.16 
0.20 
0.18 
0.18 
0.29 
0.46 

B 

6000 

0.17 
0.16 
0.60 
0.16 
0.26 
0.017 

30000 

0.75 
0.75 
0.75 
1.3 
0.16 
0.60 
0.22 
0.22 
0.29 
0.46 

C 

10000 

0.17 
0.17 
0.65 
0.17 
0.33 
0.03 

50000 

1.0 
1.0 
1.0 
0.65 
0.17 
1.7 
0.32 
0.26 
0.28 
0.46 

• Apparent cap. 

° Effective cap. 

TIME STEP [seconds] 

Fig. 6 Variation of standard deviation with time step for test case #2 

• Apparent cap 

> Effective ca 

MUSHY RANGE [C] 

Fig. 7 Variation of standard deviation with mushy range for test case 
#1; time step is 500 s 

improve the results, but a very large mushy range must be 
assumed (>80°C for standard deviation consistently below 
5°C). 

Referring again to the first two test cases in Table 4, Pham's 
method, which should reduce the errors associated with the 
apparent capacity method, seems to help for the smaller time 
steps, but for the larger time steps, the problems persist. 

From Table 4, the proposed effective capacity formulation 
is very accurate for the first two test cases. Figure 8 shows the 
temperature histories for the implicit finite element formula
tion of the effective capacity method for the one-dimensional 
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Fig. 8 Temperature histories for test case #1 by the effective capacity 
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Fig. 9 Temperature histories for test case #2 by the postiterative 
method, implicit finite difference; time step in 50 s 

iron test case (#1). The accuracy is excellent, even near the 
phase change temperature. Figure 6 shows the effect of in
creasing the time step on the effective capacity solution to the 
one-dimensional aluminum test case. The solution is very well 
behaved. Figure 7 shows the effect of the assumed mushy 
range on the solution to the first test case using the effective 
capacity method. The effect is minimal for the range con
sidered. The effective capacity formulation appears to be very 
good in solving the two one-dimensional solidifying metal 
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Temperature histories for test #3 by the enthalpy method 
: -0.25 to +0.25 °C), implicit finite difference; time step is 

cases (with a mushy range or isothermal solidification by 
assuming a small mushy range.) 

Referring to the two metal test cases in Table 4, the 
postiterative solutions appear acceptable for smaller time steps 
but not very accurate for the larger time steps. Even in the 
second test case, where the mushy range is large, the standard 
deviations are greater than 20°C for the larger time steps. 
Figure 9, illustrating the temperature histories calculated for 
the one-dimensional aluminum case using the postiterative 
method, reveals that the temperatures fall unrealistically while 
in the mushy range. Figure 10 shows the temperature histories 
for the one-dimensional iron test case, calculated using the 
postiterative method. It is evident from this figure that even 
though the overall errors are sometimes acceptable in the first 

Table 5 Costs and standard deviations for test 

Post I t e r a t i v e ( I so the rmal , F.D.) 
Post I t e r a t i v e (raushy, F.D.) 
Post I t e r a t i v e (mushy, F .E . ) 
Apparent Capacity (F.D.) 
Apparent Capacity 

(mushy = -25 to +25, F.D.) 
Ef fec t ive Capacity (F .D. ) 
Ef fec t ive Capacity ( F . E . ) 
Ef fec t ive Capacity 

(mushy = -25 to +25, F.D.) 
Enthalpy (F.D.) 

Test Case #4A 2-D I ron 
At = 20s AX = AY = 0.02m 

Cost* 

0.02 
0.02 
0.11 
0.02 

O.02 
2.64 
2.95 

0.23 
0.10 

Standard Deviat ion 
(°C) 

10.9 
10.3 
18.6 
55.9 

9.5 
17.2 
14.0 

10.5 
9.5 

case #4 

Test Case 04B 2-D 
At = 10s AX = flY 

Cost* 

0.07 
0.07 
2.08 
0.07 

0.07 
4.15 

10.5 

0.58 
1.03 

Standard De 
CO 

7.4 
6.8 

12.2 
39.8 

12.5 
7.7 

10.4 

3.2 
5.9 

I ron 
= O.OlBl 

N a t i o n 

*Cost = constant (395 + virtual memory pages) CPU time 

Table 6 Costs and standard deviations for test case #5 

P o s t I t e r a t i v e F.D. 
Pos t I t e r a t i v e F . E . 
Apparen t C a p a c i t y F .D. 
E f f e c t i v e C a p a c i t y F .D. 
E f f e c t i v e C a p a c i t y F . E . 
E n t h a l p y ( F . D . ) 

T e s t Case 05A 2-D Aluminum 
At = 5s AX = AY = 0.02m 

Cos t* 

0 .02 
0 .05 
0 .02 
0 .09 
0 .19 
0 .06 

S tanda rd D e v i a t i o n 
(°C) 

19 .2 
38 .7 
4 2 . 3 

8 .6 
1 0 . 3 
12 .0 

T e s t Case 05B 2-D Aluminum 
At = 2s AX = AY = 0.01m 

Cos t* 

0 .04 
1.04 
0 .04 
0 . 3 1 
3 . 3 3 
0 .81 

S tanda rd D e v i a t i o n 
("C) 

9 .7 
19 .0 
2 3 . 6 

3 .5 
7 .2 
5.7 

*Cost = constant (395 + virtual memory pages) CPU time 

test case, the errors near the phase change temperature using 
the postiterative method can be quite large. 

Referring once again to the first two test cases in Table 4, 
the enthalpy method gives accurate solutions in the first two 
test cases, but in general, not as accurate as the effective 
capacity results. This is particularly true in the one-
dimensional aluminum test case. Tacke's formulation of the 
enthalpy method gives accurate results in the one-dimensional 
case. Finally, Blanchard and Fremond's formulation give ac
curate results in the one-dimensional iron test case. It should 
be mentioned that this formulation is more difficult to add to 
existing single-phase codes than most of the others, and that 
the formulation is very sensitive to the chosen constant in the 
homographic approximation. 

4.2 One-Dimensional Water. The third test case is the 
ice-water case. Looking at the one-dimensional water test case 
in Table 4, and remembering that the total temperature range 
of the initial condition is only 12°C, and hence a standard 
deviation of 1°C represents 8.3 percent of the total, one 
recognizes that the solutions are extremely poor except for 
Tacke's solution. Figures 11 and 12 show the temperature 
histories calculated with the explicit postiterative and the im
plicit enthalpy methods for the ice-water case. There are large 
fluctuations in the temperature histories. Figure 13 shows the 
solution using Tacke's formulation. The improvement is ex
ceptional. It appears then that there are significant differences 
in the numerical behavior between the solidfying metal and the 
ice-water test cases. Examining the ratio of the latent heat to 
the total sensible heat that would be released if the whole do
main dropped from its initial condition to the boundary 
temperature gives: 

One-dimensional iron test case 
L/(C(150 + 500))xlOO= 38 percent 
One-dimensional aluminum test case 
L/(C(150 + 400))xlOO= 80 percent 
One-dimensional ice-water test case 
L/{C( 2 + 10))X 100 = 330 percent 

The difference is evident. The ratio of the latent heat to the 
sensible heat in the ice-water case is much higher. This means 
that in the ice-water test case, the effect of the latent heat is 
greater when the phase front is within the nodal volume and 
hence the nodal temperature falls unrealistically slowly. 
Tacke's formulation allows the temperature to fall realistically 
while the front is within the nodal volume and hence the 
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results are much better. Although Tacke has succeeded in do
ing this for the one-dimensional case, it is extremely difficult 
to extend to multidimensional cases since the phase front is no 
longer necessarily parallel to the element boundaries. 

4.3 Two-Dimensional Iron and Two-Dimensional 
Aluminum. Tables 5 and 6 give the results for some of the 
methods applied to the two-dimensional test cases. All of these 
formulations use an implicit scheme. The finite difference for
mulations all used the well-known Alternating Direction Im
plicit (ADI) scheme. The finite element formulations used 
Gaussian elimination (taking into account the banded nature 
of the matrices) to solve the equations. Although this is not the 
most efficient method for solving the matrices, observations 
are made about the relative costs of the different methods. 
The runs were done on a 48 megabyte Amdahl 5850 computer 
with accelerator. The costs are based on CPU time and virtual 
memory usage. 

In order to assess the effect of the magnitude of the assumed 
mushy range, the apparent capacity and the effective capacity 
runs for the two-dimensional iron test case were redone with a 
larger assumed mushy region than that given in Table 3. These 
results are given along with the other results for the two-
dimensional iron test case in Table 5. The cost columns of 
Table 5 show some dramatic differences between the various 
formulations. The large costs and errors associated with the 
effective capacity method are related to the integrating 
subroutine attempting to locate such a small mushy range in 
the first few time steps, when the boundary condition 
temperature gradients are large. Increasing the assumed 
mushy range facilitates this integration and hence the cost ef
fectiveness and accuracy are greatly enhanced. The apparent 
capacity method still gives poor accuracy when the mushy 
range is small, although for the larger assumed mushy range, 
the results are better. The low cost of using the postiterative 
method means that very fine grids can be used at competitive 
cost, in order to improve the accuracy of the results. The en
thalpy method standard deviations are low; however, for 
larger problems with many grid points, the cost of the iterative 
solving routine is expected to be prohibitive. Finally, the cost 
of the ADI finite difference formulation relative to the finite 
element formulation is considerably less. This difference is ex
pected to be even larger for three-dimensional problems. 

Table 6 gives the results for the two-dimensional aluminum 
alloy test cases. In these test cases, a mushy range does exist. 
The standard deviation results reveal that the effective capaci
ty and the enthalpy method results are consistently more ac
curate than the other methods. Although the cost is slightly 
greater for the effective capacity method, it should be pointed 
out that this is a very simplified problem. In practical 
problems, relatively few of the nodal points in the grid would 
be changing phase since the grid would include the mold as 
well as the casting. Also, having temperature-dependent 
properties would increase the cost per-grid point. If grid size 
then is dominated by the latent heat effect, the effective 
capacity may offer substantial savings by reducing the size of 
the grid needed. Also, the large initial temperature gradients 
encountered in these test cases are not expected in practical 
problems and hence the relative cost of the effective capacity 
method is expected to be much less. 

5 Conclusions 

It has been shown that the best numerical methods for solv
ing phase change problems for water are not necessarily the 
best for metals. Tacke's formulation of the enthalpy method 
offers significantly better performance than the other methods 
investigated for the one-dimensional ice-water test case. More 
work needs to be done in order to determine the best method 

TIME [seconds] 

Fig. 13 Temperature histories for test case #3 by Tacke's method, ex
plicit finite difference; time step is 6500 s 

for solving multidimensional isothermal solidification prob
lems where the latent heat is large compared to the sensible 
heat (as for water). In this case the integrating subroutine of 
the effective capacity method can be made more efficient by 
adding a check for temperature gradients that are large com
pared to the mushy range. Simplifying assumptions can then 
be made in order to decrease the numerical effort for the in
tegration. For solidifying metal problems where the latent heat 
is spread over a large temperature range, or if the phase 
change is isothermal but the latent heat is small compared to 
the sensible heat, the effective capacity method proposed by 
the authors performs better than other methods investigated 
for comparable costs. The results using this method appear 
good even near the phase front. 
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Forced Convection Heat Transfer 
in a Finitely Conducting Externally 
Finned Pipe 
A numerical study to determine the influence of axial wall conduction on forced 
convection heat transfer in an externally finned pipe has been made. The effects of 
wall conductivity, interfin spacing, and external heat transfer coefficient are ex
amined by comparing the results with the corresponding solutions obtained assum
ing negligible wall conduction. Results indicate that the axial conduction in the pipe 
walls has a significant influence on the heat transfer behavior. The bulk temperature 
or the heat transferred to the fluid is underestimated when wall conduction is ig
nored. At high wall conductivity values, the wall temperatures andNusselt numbers 
exhibit a monotonic variation in the axial direction, with the behavior becoming in
creasingly nonmonotonic as the wall conductivity value is decreased^ 

Introduction 
Externally finned pipes are commonly encountered in 

engineering practice and are routinely used in a large number 
of heat exchange applications, such as residential or institu
tional space heating. The fins, which are generally equispaced 
annular or square plates on the outer pipe surface, produce a 
local augmentation in heat transfer between the fin base area 
and the surroundings. Thus, the outside surface of the pipe 
may be assumed to be subjected to a periodic boundary condi
tion with low heat transfer rates along the unfinned part of the 
pipe and high heat transfer rates along the finned parts. This 
physical picture may be represented by assuming that the con
vection heat transfer coefficient on the outer surface of the 
pipe has a small value (ht) along the unfinned part and a high 
value (h2) along the finned part. A schematic of the externally 
finned pipe and the periodic variation of the heat transfer 
coefficient along the outer surface are shown in Fig. 1. 

In a recent paper, Sparrow and Charmchi (1980) have 
studied the heat transfer behavior in an externally finned pipe, 
but have neglected the effects of axial wall conduction in the 
pipe walls. Thus, the flow in the pipe is subjected to abrupt 
variations of convection heat transfer through the pipe walls. 
In reality, the behavior is likely to be quite different since the 
longitudinal wall conduction will smear the abrupt variations 
of the convection heat transfer along the outer pipe surface, 
with the extent of such smearing determined by the 
simultaneous solution of the coupled wall conduction-
convection problem. Sparrow and Charmchi (1980) recog
nized the importance of the conduction-convection coupling, 
but, in view of the computational complexity, elected to tackle 
a simpler problem by neglecting axial wall conduction. The 
present paper extends the work reported by Sparrow and 
Charmchi (1980), and delineates the influence of axial wall 
conduction on convection heat transfer in an externally finned 
pipe. For this purpose, results presented by Sparrow and 
Charmchi (1980) are used as a baseline case for comparison 
purposes. 

Reported studies describing the effects of axial wall conduc
tion on convection in smooth (not finned) ducts are limited, 
with the studies reported by Faghri and Sparrow (1980), Davis 
and Gill (1970), Hsu (1968), Reynolds (1963), and Mori et al. 
(1974, 1976) representative of the available literature. No 
work dealing with conjugate heat transfer (coupled 

conduction-convection) problems in finned ducts has been 
reported in the literature, and therefore results in the present 
paper are a first in this regard. 

Since no analytical solution for this problem is possible, 
results have been obtained by a finite difference procedure. 
The thermal conditions along the inside pipe surface are re
quired as a boundary condition for both the convection and 
wall conduction problem, but are not known a priori to the 
calculation process. In fact, these conditions are dictated by 
the coupling between axial conduction and pipe convection 
and, therefore, they have to be solution determined. Thus, 
unlike the problem studied by Sparrow and Charmchi (1980), 
consecutive solutions of the equations governing the axial wall 
conduction and pipe convection are necessary in order to 
resolve the heat transfer coupling across the inner pipe 
surface. 

Governing Equations 

A schematic of the physical situation considered is shown in 
Fig. 1(a), and the model adopted for the variation of heat 
transfer coefficient on the outside pipe surface is displayed in 
Fig. 1(b). Results will be obtained for laminar, 
hydrodynamically fully developed flow entering the finned 
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Fig. 1 (a) Physical situation; (b) adopted model for the heat transfer 
coefficient variation 
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pipe at a uniform temperature of T0. The pipe walls are 
assumed to be finitely conducting, and since the wall thickness 
is small compared to the longitudinal dimension, only axial 
wall conduction is considered. 

To minimize the number of parameters to be considered, 
the following dimensionless variables are introduced: 

X=x/Ri/Pe, i\ = r/Ri, and d = {T- T0)/(T„-T0) (1) 

where Pe is the Peclet number defined as 2U Rj/a. Since the 
Peclet number range of interest in this paper is larger than 50, 
the axial diffusion of energy in the fluid is neglected. The 
resulting dimensionless energy equation in the flow is 

(U/U){d6/dX) = (2/r,)-?-(ydB/dv) (2) 
01) 

where U/U'm the above equation, due to the hydrodynamical-
ly fully developed flow assumption, can be written as 

U/U=20-v
2) (3) 

Since equation (2) is parabolic in nature, boundary conditions 
are needed along X= 0 and along r\ = 0 and TJ = I. These condi
tions can be expressed as 

0 = 0 at X=0 (4) 

dd/dr, = 0 at ij = 0 (5) 

d = dw at ij = l (6) 

In equation (6), 0„ represents the pipe wall temperature, which 
is not known a priori to the calculation procedure but is solu
tion determined. Discussion on how the correct solution for 6„ 
is obtained is given in the next section. 

Along the pipe walls, the heat conduction equation can be 
determined by making a quasi one-dimensional energy balance 
(as for a fin). Before presenting the energy balance equation, it 
should be noted that along the outer pipe surface, the convec
tion heat transfer is periodic in nature with a Biot number 
equal to Bit along the unfinned portion and Bi2 along the 
finned part. The dimensionless energy balance along the pipe 
walls can be expressed as 

d2ew/dx2-mow+y=o (7) 
where 

^ = 2PeV[(tf0 / i? , )2- l ] 

7 = ^[Bi-/3(a0/37,),=1] 

(8) 

(9) 

(10) 

As mentioned above, the Biot number varies periodically in 
the axial direction, i.e., 

Bi = Bil=hlR0/K n{o + T)<X<n(o+T) + o (11) 
Bi = Bi2 = h2R0/K n(o+T) + o<X<(n+l)(o+T) (12) 

where a and r are the dimensionless interfin spacing and fin 
thickness, respectively, and n takes the values of 0, 1, 2, . . . . 

To solve equation (7), thermal conditions for 6W are needed 
at the inlet (x=0) and exit (x = L) of the finned pipe. Since, at 
x= 0, the velocity profile is taken to be fully developed, it has 
been implicitly assumed that the pipe length preceding the 
finned section is long and therefore, it is reasonable to 
presume that the flow and pipe wall at A : = 0 are isothermal at 
T0. Another boundary condition of interest is that corre
sponding to a very poorly conducting pipe upstream (e.g., a 
CPVC pipe) of the finned section, in which case, adiabatic 
conditions may be assumed at x = 0. At the other end, x = L, it 
is assumed (for lack of better information) that the finned sec
tion is followed by a well-insulated length of a poorly con
ducting pipe (e.g., a CPVC pipe), so that adiabatic conditions 
may be considered to be approximately valid. In dimensionless 
terms, these conditions may be expressed as 

and 

= 0, or dd„/dX=0 at X=0 

d6„/dX=0 at X=^L/R,/Pt 

(13) 

(14) 

In addition to the justification provided above for the 
boundary conditions expressed by equations (13) and (14), it 
should be mentioned that reported studies in the literature 
dealing with the effect of axial conduction on flow in smooth 
pipes and channels have used similar boundary conditions. 
For example, Davis and Gill (1970) and Mori et al. (1974, 
1976) have considered a situation in which wall conduction ef
fects are confined to a finite length of the heated pipe walls 
with an adiabatic boundary condition imposed at the 
upstream and downstream ends of the heated segment. In the 
studies reported by Aleksashenko (1968), Luikov et al. (1971), 

N o m e n c l a t u r e 

Bi = 
Bi, = 

Bi2 = 
h = 

A, = 
h2 = 
K = 

Kf = 
_L = 

Nu,-, Nu,- = 

Nu0, Nu0 = 

Nu,>, Nu,-,„ 

Nu0,„,Nu0,„ 

N u o , / > N u o , / 

Pe 

external Biot number = hR0/K 
Biot number for unfinned surface 
= hxR0/K 
Biot number for finned surface = h2R0/K 
external heat transfer coefficient 
coefficient for unfinned surface 
coefficient for finned surface 
pipe wall thermal conductivity 
fluid thermal conductivity 
tube length 
local and average Nusselt numbers based 
on the wall to fluid temperature difference 
local and average Nusselt numbers based 
on the outside to fluid temperature 
difference 
local and average Nu, values for the un
finned part of the pipe 
local and average Nu0 values for the un
finned part of the pipe 
local and average Nu, values for the finned 
part of the pipe 
local and average Nuc values for the 
finned part of the pipe 
Peclet number 

Q = rate of heat transfer between x = 0 and 

Sdm&x 

Ri = 
Rn = 

r = 
s = 
t = 

T = 
T = 
J o T = 

-*- oo U = 

0 = 
X = 

X = 

a = 
0 = 

maximum heat transfer rate 
inside tube radius 
outside tube radius 
radial coordinate 
interfin spacing 
fin thickness 
temperature 
inlet fluid temperature 
ambient temperature 
axial velocity 
mean velocity 
axial coordinate 
dimensionless axial coordinate = 
(x/i?,)/Pe 
thermal diffusivity = Kf/pCp 

ratio of fluid to wall thermal conductivity 
= Kf/K 
dimensionless radial coordinate = r/Ri 

dimensionless temperature 

= (r-r0)/(r„-r0) 
dimensionless interfin spacing = (s/R^/Pe 
dimensionless fin thickness = (:/i?,)/Pe 
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and Povarnitsyn and Yurlova (1966), a semi-infinite heated 
and conducting wall was considered with either a given 
temperature or adiabatic condition being prescribed at the 
upstream end of the wall. 

It should be pointed out that (-d0/d7j)„=, appearing in 
equation (9) is the dimensionless heat flux entering the pipe 
walls from the fluid side and, since it is not known a priori to 
the calculation, has to be continuously updated as the solution 
progresses. 

Equations (1)-(14) provide a complete mathematical 
specification of the problem. Prescribable parameters in the 
problem are the conductivity ratio (fi = Kf/K), the Biot 
numbers Bi, and Bi2, the interfin spacing a, the fin thickness 
r, the radius ratio Rj/R0, and the length of the finned pipe 
L/Rj/Pe. To minimize the number of parameters to be 
studied, the radius ratio /?,-//?„ was assigned the constant 
value of 0.9 while the dimensionless length of the finned pipe 
was taken to be 0.2 (which is approximately the value reported 
by Sparrow and Charmchi (1980), within which the flow at
tains a thermally fully developed state). For the other 
parameters, representative values were chosen and are 
presented later. 

Solution Procedure 

The energy equation in the fluid (equation (2)) is solved by 
adopting the parabolic calculation procedure of Patankar and 
Spalding (1970), which is a forward marching procedure start
ing from ^ = 0 . The heat conduction equation in the pipe is 
solved by a finite difference scheme. Since 8W in equation (6) 
and (dd/dT))v=l in equation (9) are not known beforehand, a 
consecutive solution scheme with information exchange in 
each cycle of solution is necessary. To elaborate further, the 
boundary layer energy equation in the fluid is first solved us
ing a guessed value for dw. Using this solution, the heat flux 
along the inner pipe surface (30/drj),^, is determined and 
these values are employed in the heat conduction equation (7) 
to obtain updated values for 6W. With the updated 6W, equa
tion (2) is again solved and a better estimate for (dd/d-q)n=l is 
obtained. This new estimate for the heat flux is again used in 
solving the heat conduction equation. The aforementioned 
consecutive calculations for 0W and 6 are continued until suc
cessive changes in the temperature values are less than 10~4. 
Typically, three to six consecutive calculations are required in 
the parameter range considered. 

As mentioned earlier, the computational task is a demand
ing one, partly due to the consecutive calculations required to 
resolve the conduction-convection coupling and partly due to 
the periodic boundary condition, which, for purposes of ac
curacy, necessitates the deployment of an excessively fine grid, 
particularly in the stream wise direction. In solving the bound
ary layer energy equation, 100 cross-stream grid points are 
used, with a higher concentration of grid points near the pipe 
walls. In the streamwise direction, the forward step size is 
gradually increased from 10"6 at X=0 to 5x 10"6 atX=0.2. 
In solving the conduction equation, 6100 grid points, each at 
the center of a control volume, are used. Since the numbers of 
axial grid points in the conduction and the flow problems are 
different, averaging or interpolation is necessary to transfer 
information from one problem to the other. To facilitate this 
process, the forward step sizes in the boundary layer calcula
tion are continuously monitored and, in the immediate vicinity 
of a conduction control volume boundary, the forward step 
size is adjusted so that the forward step location in the bound
ary layer corresponds exactly to the control volume bound
ary location. 

To verify the numerical accuracy of the solution, results 
were first obtained without accounting for axial wall conduc
tion and the solution compared with those reported by Spar-

Table 1 Parameter values 
T 

10"" 
io-4 

10"" 
io-4 

io-4 

io-" 

a 

3T 
3T 
IT 
IT 
3r 
3T 

Bi, 
1 
1 
1 
1 
5 
5 

Bi2 
50 
50 
50 
50 
250 
250 

row and Charmchi (1980). The two solutions compared very 
well with each other, with the results computed in this work 
falling right on top of the plotted curves of Sparrow and 
Charmchi (1980). As a further test, the calculations were per
formed on a finer grid, with forward step sizes of the order of 
10-8, 200 cross-stream points in the boundary layer and 6100 
grid points in the conduction problem. Results obtained with 
the finer grid agree to within 0.75 percent of the results 
reported in this paper. 

Results and Discussion 

In view of the very lengthy computations required for each 
case, results have been obtained only for a sequence of 
representative cases in order to highlight the influence of the 
various parameters. Choices for r, a, Bi,, and Bi2 are identical 
to those chosen by Sparrow and Charmchi (1980). Two values 
of 0 are chosen with one corresponding to a low wall conduc
tivity value ((3 = 66 X 10~3) and the other to a high value of 
wall thermal conductivity (fi = 1.65 X 10-3). The two /3 
values are based on a fluid thermal conductivity (Kj) of 0.66 
W/m-K (corresponding to water) and wall thermal conductivi
ty values of 10 W/m-K (corresponding to steel) and 400 
W/m-K (corresponding to copper). Thus, # values used cor
respond to commonly encountered pipe materials. The various 
cases studied are listed in Table 1. In cases 1 and 2, the interfin 
spacing is three times the fin thickness, with the heat transfer 
coefficient along the finned part 50 times the heat transfer 
coefficient over the unfinned part of the tube. Cases 3 and 4 
examine the effect of increasing the interfin spacing to seven 
times the fin thickness while cases 5 and 6 explore the in
fluence of increasing the general level of the heat transfer coef
ficient, keeping the ratio h2/hl the same (i.e., 50). As men
tioned earlier, results will be compared with those presented 
with negligible wall conduction (Sparrow and Charmchi, 
1980). Results will be primarily obtained with the 8„ = 0 con
dition at X = 0, with limited calculations made using the 
dO„/dX = 0 boundary condition. Representative results will 
also be obtained for an unfinned pipe with a constant external 
heat transfer coefficient. 

It should be pointed out that with 0—oo, locally adiabatic 
conditions will prevail along the pipe walls, and heat flux on 
the outer pipe surface will be transmitted entirely in the radial 
direction, with no longitudinal heat transfer in the walls. This 
situation is then identical to that of Sparrow and Charmchi 
(1980). Calculations were performed in this paper with a very 
high value (IO20) assigned to 0. Computed results were found 
to be in excellent agreement with the results reported by Spar
row and Chamchi (1980). 

Results presented include the bulk temperature, the local 
and average Nusselt numbers, and finally the pipe wall 
temperature distribution. The bulk temperature is defined as 

6bx = 2^(U/U)er,dr, (15) 

Since the rate of heat transfer for the pipe length between x = 
0 and x = x can be expressed as 

Q = mCp(Tbx-T0) (16) 
and noting that the maximum possible heat transfer rate Qmax 
occurs as x — oo and Tbx — Ta, the ratio Q/Qmax is given by 
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Fig. 2 Streamwise $b (or Q/Qmax) variation, r = 1 0 - 4 , ff = 3r, Bi1 = 1 , 
Bi 2 =50 

Q/Qm^ = (Tbx-T0)/(Ta-T0) = dbx (17) 

Thus 6bx, as calculated by equation (15), can be interpreted as 
the ratio g / g m a x . 

The Nusselt number is defined in the conventional way 

Nu = AD/AT, h = [-Kf(dT/dr)r=R.]/AT (18) 

where AT is the characteristic temperature difference. In this 
paper, two choices for AT have been made: one is the wall to 
bulk temperature difference (Tw — Tbx) designated by the 
subscript /, and the other is the temperature difference be
tween the surroundings and the bulk fluid {Ta - Tbx) 
designated by the subscript o. The Nusselt numbers are 
averaged along each of the finned and unfinned sections of the 
pipe with these averages denoted by subscripts/and u. Thus, 
the Nusselt numbers presented are identified by two subscripts 
(either/or u and /' or o). 

Figures 2-4 present the bulk temperature (6b) or the heat 
transfer rate (g /g m a x ) distributions. It can be easily seen that 
the heat transfer rate increases when axial conduction along 
the pipe wall is accounted for, with a larger value for g /Q m a x 

(or 6b) at the higher wall conductivity. To explain this 
behavior, a longitudinal control volume (of length dx and 
thickness (R0 — R,)) can be visualized in the pipe wall. The 
heat transfer rate to the fluid g/gm ax a n d also the wall 
temperature in the control volume are determined by an 
energy balance over this control volume. In the absence of ax
ial conduction, locally adiabatic conditions exist along the 
pipe wall, i.e., there is only transverse heat transfer through 
the control volume with heat transferred to the wall by exter
nal convection along the length dx being entirely transferred to 
the fluid along dx. In the presence of axial wall conduction, 
since 7^— T^ as x-»L, the axial wall heat transfer (assuming 
T„ > Ta) is directed in the negative x direction, and therefore, 
it is natural to expect that Tw and hence, g / g m a x (or Tbx) will 
be larger. Since axial conduction is stronger at higher wall con
ductivity values, Tw and g / g m a x (or Tbx) are correspondingly 
higher. 

The effect of assuming a poorly conducting pipe upstream 
of the finned section (i.e., ddw/dX=0 at ̂ = 0 ) is also shown 
in Fig. 2. For the purposes of clarity, the horizontal axis has 
been shifted to the right and is shown on the top of the page. 
However, it can be seen that the 6b (or g /g m a x ) curves for 
both boundary conditions are nearly the same with slightly 
higher values obtained when the adiabatic condition is im
posed. At ̂ =0 .0015, the percentage difference between the 
two solutions in Fig. 2 is 3 percent while at X=0.01 the dif
ference is only 0.62 percent. At still higher values of X, the dif
ferences are very small. The Nusselt number curves with the 
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Fig. 3 Streamwise 0b (or Q/Qmax) variation, T = 1 0 - " , O = 7T, Bi-, = 1 , 
Bi2 = 50 

Fig. 4 Streamwise 6b (or Q/Qmat!) variation, T = 1 0 ~ 4 , <T = 3T, Bi-, =5, 
Bi2=250 

two boundary conditions are also nearly the same, as shown 
later. 

As noted earier, limited calculations have also been made 
with a uniform area-averaged Biot number Bi calculated as 

Bi = ((rBi1+TBi2)/((7+r) (19) 

The corresponding 6b (or g/gn,ax) curves are shown in Fig. 2 
for both 0^ = 0 and ddw/dX=0 conditions at ̂ = 0 . It can be 
clearly seen that the simpler calculations with a uniform area-
averaged Biot number gives results that are in good agreement 
with the calculations with finned and unfinned Biot numbers 
Bi! and Bi2. The largest difference between the two curves is at 
x= 0, and is of the order of 10-12 percent. The corresponding 
difference, in the absence of pipe wall axial conduction, was 
reported to be 20 percent (Sparrow and Charmchi, 1980). 

The magnitude of error incurred by neglecting axial conduc
tion is noteworthy. In Fig. 3, for example, the heat transfer 
rate is underestimated nearly four times near the pipe entrance 
with the degree of underestimation diminishing with increas
ing x. This observation is an important one since it has signifi
cant design ramifications. 

Figure 3 shows the effect of increasing the interfin spacing 
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Fig. 5 Streamwise Nu variation, T = 1 0 — 4 , IT = 3T, Bi1 = 1 , Bi2 =50 

Fig. 6 Nusselt number comparisons with axial wall conduction ac
counted for (present predictions) and neglected, T = 1 0 ~ 4 , ff = 3r, 
Bi-, = 1 , B i 2 =50 

while Fig. 4 presents the influence of increasing the level of the 
external heat transfer coefficients (ht and h2), keeping the 
ratio h1/h2 constant. When a is increased from 3T (Fig. 2) to 
7r (Fig. 3), axial heat conduction becomes more important 
with significantly larger values obtained for db (or Q/Qmax) 
when the pipe walls are considered to be finitely conducting. 
On the other hand, when hl and hz are both increased five 
times (Fig. 4), the external convective thermal resistance is cor
respondingly reduced, and therefore, the internal convective 
thermal resistance becomes relatively more dominant. In view 
of the small external resistance, the pipe wall temperatures are 
close to T„ and are relatively uniform (see Fig. 9). Therefore, 
axial conduction, in comparison to the other cases presented, 
has a much smaller effect on the bulk temperature and heat 
transfer rate distributions. 

Figures 5-8 present the local Nusselt number distributions. 
As mentioned earlier, the Nu values are identified by two 
subscripts with the first subscript denoting the AT" on which 
Nu is based (/ if AT= Tw - Tbx and o if AT = Ta - Tbx) and the 
second subscript denotes either the finned portion (subscript/) 
or the unfinned portion (subscript u). For the higher wall ther
mal conductivity, since axial conduction is significant, the wall 
temperature (and therefore, also the heat flux along the inner 
pipe wall) increases monotonically from the entrance. In view 
of this smoothing action, for the high pipe wall conductivity, 
the Nusselt number curves for the finned and unfinned parts 
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Fig. 7 Streamwise Nu variation, T = 10~~4 , a = 7r, Bi1 = 1 , Bi2 =50 
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Fig. 8 Streamwise Nu variation, T = 10 4 , a = 3r, Bi-, =5 , Bi2 =250 

are nearly coincident, and since the pipe wall temperatures 
rapidly approach Ta, the Nusselt numbers based on the two 
different AT values are also nearly identical. Thus, a single 
curve characterizes the Nusselt number distributions for the 
high wall conductivity. For the pipe with poorly conducting 
walls, the Nusselt numbers along the finned sections are ex-
pectedly higher. 

Results with the d6„/dX= 0 boundary condition at X= 0 are 
also shown in Fig. 5. If the same axes were used, the plotted 
curves would be nearly identical to the corresponding curves 
for 9„ = 0 at X=0. Therefore, the horizontal axes has been 
shifted, as shown on the top of the figure. 

Figure 6 compares the present Nu predictions with the 
calculations of Sparrow and Charmchi (1980) for a finned 
pipe with negligible axial conduction. In view of the 
smoothing effect of axial conduction, the present calculations 
for the Nusselt number in the finned section fall below the 
values predicted by Sparrow and Charmchi (1980), while the 
Nusselt numbers along the unfinned section are higher than 
the corresponding values in the absence of axial conduction. 
The differences between the present calculations and those 
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Fig. 9 Pipe wall temperature distributions 

reported by Sparrow and Charmchi (1980) are significant (fac
tor of 2 or 3) and are indicative of the importance of axial con
duction in the pipe walls. Nusselt number calculations done by 
Sparrow and Charmchi (1980) for smooth (unfinned) pipes 
with uniform Biot numbers corresponding to either Bi[ (=1) 
or the spa t i a l l y ave raged mean of Bi t and Bi2 

( = (oBii + rBi2) / (a + T) = 53/4), are also shown in the 
figure and imply that, if lengthy computations, such as those 
performed in this paper, are not possible, the most ap
propriate values to use are the smooth pipe Nusselt numbers 
based on the spatially averaged mean of the high and low Biot 
numbers. This conclusion was not evident from the calcula
tions reported by Sparrow and Charmchi (1980). The inset of 
Fig. 6 plots the Nu,- distribution for the area-averaged Biot 
number Bi = 53/4, and with longitudinal wall conduction ac
counted for (as in this study) or neglected (as in Sparrow and 
Charmchi, 1980). Also plotted are the Nu, distributions with 
finned and unfinned Biot numbers Bi, and Bi2, respectively. 
Both area-averaged uniform Biot number estimates yield 
results that are within 15 percent of the longitudinally 
nonuniform Bi (Bi, and Bi2) predictions. 

The effect of increasing the interfin spacing is shown in Fig. 
7. It may be seen that the Nusselt numbers along the finned 
portions are higher and the Nusselt number difference be
tween the finned and unfinned sections are larger as compared 
to corresponding values for a pipe with smaller interfin spac
ing (a = 3T). This is because, when the interfin spacing is 
large, the primary heat transfer area is the one corresponding 
to the unfinned sections and therefore, the preheating of the 
flow as it encounters a finned section is smaller compared to 
the pipe with smaller interfin spacing. As a consequence, the 
Nusselt numbers corresponding to the finned sections and the 
Nusselt number difference between the finned and unfinned 
parts increase with interfin spacing. On the other hand, these 
values (Nu o / or Nu,.y and N u o / - Nu,̂  f, or NuOH - Nu /U) 
decrease as the dimensionless external heat transfer coeffi
cients (Bi[ and Bi2) are increased keeping the ratio Bi2/Bi, 
constant. This is because as the external heat transfer coeffi
cient, and therefore, the heat transferred to the pipe walls, is 
increased, the pipe wall temperature variation becomes in
creasingly monotonic and the wall temperatures approach 
those of the surroundings (Fig. 9). For Bij = 5 and Bi2 = 250, 
the average dimensionless wall temperature is very close to 
unity and therefore, the Nusselt number curves shown in Fig. 
8 are very close to each other. 

Dimensionless pipe wall temperatures are shown on a semi
log plot in Fig. 9 and indicate that for high wall conductivity 
(/3 = 1.65 X 10_3) the wall temperature variation is 
monotonic due to the smoothing effect of axial conduction, 
while for (3 = 66 X 10 ~3 the temperatures exhibit a very non
monotonic periodic variation, with high values in the fin 
region and low values in the interfin spacing. With increasing 
X the wall temperature differences in the fin and interfin 
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regions progessively diminish. As expected, when the interfin 
spacing is large, the amplitude of the periodic variation is the 
most significant and exhibit the slowest decay with increasing 
X. Furthermore, when the level of the external heat transfer 
coefficient is high, the wall temperatures are closer to the am
bient temperature (T^) and the amplitudes of the periodic 
temperature variations are small. 

Since for *//<!,/Pe> 0.01, wall temperatures are in the range 
of 0.9 to 1, the different temperature curves are not 
distinguishable from each other. Therefore, a local magnify
ing figure in the range of 0.024 < x/Rj/Pe s 0.02575 is pro
vided as an inset, to illustrate the typical temperature variation 
in this region. In keeping with the trends at smaller X values, 
nonmonotonic, streamwise periodic temperature variations 
exist for the less conducting pipe. At the higher wall conduc
tivity, strong longitudinal conduction leads to a relatively 
uniform and near-constant temperature profile. 

Concluding Remarks 

The influence of axial wall conduction on laminar, forced 
convection in an externally finned pipe is studied by a 
numerical technique. Results indicate that the axial wall con
duction has a significant effect on the heat transfer 
characteristics. It is found that by neglecting axial wall con
duction, the magnitude of heat transfer to the fluid is 
significantly underestimated, particularly for highly conduct
ing pipes. Axial conduction effects become increasingly im
portant as the interfin spacing is increased. On the other hand, 
the influence of conduction diminishes as the level of the ex
ternal heat transfer coefficient is increased. When the pipe 
wall conductivity is large, both the Nusselt number and wall 
temperatures exhibit a smooth variation along the length of 
the pipe, while, for low wall conductivity, the Nusselt number 
values in the finned and interfin region are substantially dif
ferent and the pipe wall temperatures exhibit a decaying 
periodic variation in the axial direction. If a quick estimate of 
the Nusselt number is required, the smooth pipe Nusselt 
number based on the spatially averaged external heat transfer 
coefficient appears to be the most reasonable. 
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Boundary Layer Analysis for Two-
Dimensional Slot Jet Impingement 
on Inclined Plates 
The laminar boundary layer flow when a two-dimensional slot jet impinges on aflat 
plate at some angle is analyzed theoretically. The conservation equations in 
primitive variables are solved using a finite-difference technique. The computed 
results at 0 and 90 deg angle of impingement are in perfect agreement with the stand
ard solutions available in the literature. The influence of the angle of impingement 
on the velocity and temperature profiles is studied. The presence of a stagnation 
point when the plate is not parallel to the oncoming jet is found to affect con
siderably the local Nusselt number and skin friction coefficient. These parameters 
attain very large values close to the stagnation point at small angles of impingement. 
However, far from the stagnation point, they approach values corresponding to a 
flat plate at zero incidence, irrespective of the angle of jet impingement. 

1 Introduction 

Many practical applications in fluid mechanics involve a 
nonzero pressure gradient in the boundary layer over a body 
either due to the shape of the body or due to its orientation 
with respect to the main flow. As these problems are generally 
not amenable to similarity solutions, one has to use numerical 
methods for solution. Moreover, depending upon the nature 
of pressure distribution, different numerical methodologies 
have to be adopted. One such problem involving a slot jet im
pinging on a plate at an angle is commonly encountered in in
dustrial applications, due to its excellent heat and mass 
transfer characteristics. Notable among its numerous applica
tions are turbine blade cooling, heat treatment of nonferrous 
metal sheets, cooling of high energy/density electronic com
ponents, tempering of glass, drying of textiles and paper, etc. 
(van Heiningen et al., 1976). Martin (1977) provides a com
prehensive list of the available literature on the study of jets 
impinging normally on a flat plate. 

Experimental investigations of heat and/or mass transfer 
characteristics of normally impinging two-dimensional slot 
jets were reported by Gardon and Akfirat (1972), Sparrow and 
Wong (1975), and Masliyah and Nguyen (1979). The common 
result of these investigations is that the heat and mass transfer 
coefficients are maximum at the stagnation point and decrease 
monotonically with respect to the distance from the stagnation 
point along the plate. The theoretical study of normal im
pingement of a slot jet has also been reported by many in
vestigators. Miyazaki and Silberman (1972) studied the effect 
of distance between the nozzle and the impinging plate on the 
local skin friction coefficient and Nusselt number. Both these 
parameters increase with decreasing distance between the noz
zle and plate, and exhibit a maximum just beyond the half-
width of the nozzle along the plate. In the study by Sparrow 
and Lee (1975), the nonuniform (fully developed) velocity pro
file of the slot jet is found to double the heat and mass transfer 
at the stagnation point compared to that due to the flat veloci
ty profile. The application of suction and the presence of a 
confining wall parallel to the impingement wall are the new 
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features of the finite-difference analysis of slot jet flow by van 
Heiningen et al. (1976). The analysis of Ero (1978) is limited to 
the close proximity of slot jet impingement on a plate. 

All the above studies deal with a slot jet impinging normally 
onto a plate. Tamada (1979) has solved exactly the nonor-
thogonal stagnation point flow in two dimensions by combin
ing the irrotational stagnation point flow and uniform shear 
flow parallel to the wall. The governing similarity solution for 
stream function is split into two parts; the first part satisfies 
exactly the familiar Hiemenz equation. Recently Dorrepaal 
(1986) followed a similar procedure and arrived at a universal 
constant (independent of the angle of impingement) for the 
ratio between the slopes of streamlines intersecting the plate at 
the viscous and potential flow stagnation points. The scope of 
both these studies is limited to the hydrodynamic boundary 
layer only. Moreover, they are confined to the calculation of 
stream function only, and are not applicable to the impinge
ment of a slot jet on a plate. 

Herein we present a finite-difference solution for both 
hydrodynamic and thermal boundary layers formed by im
pingement of a two-dimensional slot jet over a flat plate at 
various angles of attack. The pressure distribution in the 
boundary layer is found from the inviscid flow solution ob
tained from a direct impact of two unequal inviscid jets. 

2 Analysis 

Consider an incompressible two-dimensional slot jet of 
width L impinging on a flat plate at some angle as shown in 
Fig. 1. The origin of the coordinate system coincides with the 
stagnation point. Since the fluid properties are assumed con
stant, the hydrodynamic solution can be obtained independent 
of the knowledge of the temperature distribution. The ap
plicable dimensionless continuity, momentum, and energy 
equations for the incompressible boundary layer flow are 
(Schlichting, 1979) 

dU dV 
= 0 

u-
dU 

dX + v-
dU 

u-
dd 

Hx~ + v-
de l 

dY 

d2e 
Pr dY2 

d2U 

dY2 

+ E c ( - — -

dP 

dX 

(1) 

(2) 

(3) 
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I 

Fig. 1 Physical configuration and coordinate system / \ 

where 
X=x/L, Y=Rel/2y/L, 6=(T-Ta,)/(Ta-Ta>), 

U=u/ua, V=ReW2v/ua, P=(p-pa,)/(pul) 

The boundary conditions for an isothermal plate are 
U(X,0) = 0, V(X,0) = 0, 6(X,0)=l, 0(0, Y)=0, 
U(X, <x) =£/,(*), HX, oo) = 0, 1/(0, Y) = Ut(0) = Q 
It should be pointed out that the boundary layer equations are 
really not valid at X=0. In the close vicinity of the stagnation 
point, the full Navier-Stokes and energy equations including 
the diffusion terms in the X direction must be used. Later in 
Section 4.3 we will look at the actual limiting values of X for 

Fig. 2 Direct impact of two unequal jets 

which the boundary layer analysis for a laminar slot jet is 
valid. Numerically the effect of singularity at the stagnation 
point is confined to a region very close to the stagnation point 
by taking a very small step size initially in the X direction 
(Hornbeck, 1973). More details are given in Section 3. 

In order to estimate the pressure gradient to be used in the 
momentum equation, a direct impact of two unequal inviscid 
jets is considered as shown in Fig. 2. It is assumed that the 
outgoing jets (B and D) are of equal width L. In this general 
case the equation relating the complex coordinate z(=x+iy) 
with the complex velocity £ is (Milne Thomson, 1960) 

«1 > «2> bU t>2 

c, 
CP 

Ec 

h 

h\,h2 

H 

k 

L 
Nu 

Nu,„ 

P 
P 

Pr 
Re 

= 

= 

= 

= 

= 

= 

= 

= 
= 

= 

= 

= 
= 

constants used in 
equation (4) 
local skin friction 
coefficient 
specific heat at con
stant pressure 
Eckert number 
= ul/Cp(Tw-T„) 
local heat transfer 
coefficient 
jet thicknesses 
ratio of nozzle 
height from the 
plate to L 
thermal conductivi
ty of the fluid 
width of the slot jet 
local Nusselt 
number 
mean Nusselt 
number 
pressure 
dimensionless 
pressure = (p — pa) / 

Prandtl number 
Reynolds 
number = u„L/v 

T 
u, v 

us 

U, V 

Us 

x,y 

X, Y 

z 

Z 

= temperature 
= velocity components 

in x, y directions, 
respectively 

= potential flow 
velocity at the plate 

= dimensionless 
velocity components 
in X, Y directions, 
respectively given 
by u/Uv,, ReU2v/u„ 

= dimensionless 
potential flow 
velocity at the 
plate = us/u„ 

= coordinates along 
and normal to the 
plate, respectively 

= dimensionless coor
dinates along and 
normal to the plate, 
respectively, given 
by x/L, Re1/2 y/L 

= complex 
coordinate = x+iy 

= dimensionless com
plex coordinate 
= z/L 

a, (3 . 7 
S 

AA', A 7 

Subscripts 

J 

e 

V 

p 
f 

g 

* 

w 
CO 

= angles between jets 
= hydrodynamic 

boundary layer 
thickness 

= mesh sizes in X, Y 
directions, 
respectively 

= dimensionless 
temperature 
defined by 
(T-Tm)/(T„~Ta) 

= kinematic viscosity 
of the fluid 

= density of the fluid 
= complex velocity in 

potential flow 
= dimensionles com

plex velocity 
( = {/«») 

= location in X, Y 
directions, 
respectively 

= value at the plate 
= value in the free 

stream 
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•K V a . 
•ln(l-£/«!,) + • ln ( l -$ /« 2 ) 

-^-ln(l-£/&,)- -J-ln(l-€/62) (4) 

where 

„e~'e, a n d b2 = ua,e't (5) 
Also we have the following relations between the widths of the 
jets: 

/ ! ,=L( l -cos /3 ) , h2=L(l + cosB) (6) 

Substituting equations (5) and (6) into equation (4) and simpli
fying leads to the following relation: 

7rZ + ln(l + E ) - l n ( l - H ) - c o s ( 3 1n( l -E 2 ) 

+ e® ln(l - He*5) + e~* ln(l - He - '") = 0 (7) 

Without loss of generality the configuration shown in Fig. 2 
can be regarded as the jet from D impinging on the plate kept 
along the line AC, which is at an angle 8 to the oncoming slot 
jet. Hence the dimensionless complex velocity 3 , obtained by 
solving equation (7), can be used directly in order to compute 
the pressure distribution over the plate AC. In fact, since we 
are interested only in the potential flow velocity Us (X) at the 
plate, we set Z = — Jfand S = Us in equation (7) to obtain 

1-U, \ „ , / l + C^-2 t4cos /3 \ 
irX= - In (——-j-) + cos 8 In ( -

i-U! 

+ 2 sin ^ tan" 
/ Us sin 8 \ 
\\-U„ cos 8/ (8) 
. 1 - Us cos 8 

Thus for a given value of angle 8, Us (X) is a solution of equa
tion (8). The pressure distribution and pressure gradient in the 
boundary layer over the plate are given by 

2p=\-m (9) 

and 

dP/dX=-UsdUs/dX (10) 

This pressure gradient is used in the momentum equation (2). 
It may be noted that equation (8) is identical to equation (3) of 
Miyazaki and Silberman (1972) in the limit / /—°°. 

3 Numerical Solution 

Equations (1) to (3) are now written in finite-difference 
form by superposing a two-dimensional rectangular mesh on 
the flow field. We use the indices (/', k) to indicate the position 
of a point in the boundary layer. Let the plate be represented 
by k = 0 and the edge of the boundary layer by k = n + 1. The 
finite difference equations are written as (Hornbeck, 1973) 

A 7 
V, y'+l,*+l = w- AX 

Uj+hk 
Uj+\,k~ UjJ 

AX 
+ Vt j+l,k 

[^y'+l./fc+l ~ Ujik+i] 

Uj+l,k+\ ~ Uj+\,k~ 

(ID 

2Ay 

Uj+i,k+i ~2Uj+i,k + fcQ+i.fr-1 
(Ay)2 

dP 

dX 
(12) 

uJ+i,k 
"j+\,k~0j,k 

AX 
+ Vt j+\,k 

uj+\,k+l "j+\,k-\ 

2 AY 

1 fy+l.fr+l ~2Qj+\,k + Qj+\,k-\ 
Pr (AY)2 

+ g c (ty+U+1 ~Uj+l,k-l) (13) 
4(Ay)2 

This discretization is second-order accurate in A Y for U and 6 

Table 1 Step size in X direction 

IAA-1 No . of steps marched 

10 - 5 

- 5 
2 x 1 0 " 
5 x 1 0 
io- 4 

2 x l 0 " 4 

5xl0" 4 

IO"3 

2 X 1 0 " 3 

5x l0" 3 

10"2 

2xl0~ 2 

20 
10 
12 
10 
10 
12 
10 
10 
12 
90 
100 

and is suitable for the marching procedure along the X direc
tion in conformity with the parabolic nature of equations (2) 
and (3). 

The solution for U, V, and 6 is carried out in a marching 
procedure starting from the stagnation point (X=0). The 
discretized momentum equation (12) written for k=l(l)n 
leads to a set of n nonlinear equations for n unknown values 
of U at the X location (j'• + 1). This set is reduced to a linear set 
by replacing the coefficients UJ+lik and VJ+lik on the left side 
of equation (12) by their known values at the previous itera
tion. The linearized tridiagonal set is solved iteratively using 
the discretized continuity equation (11) to update Kat the X 
location (/+ 1). Once values of t /and Fhave been determined 
at (/'+ 1), the energy equation (13) written for k= \{\)n leads 
to a tridiagonal set of n linear equations that can be easily 
solved for the n unknown values of 6 at the X location (J+l). 
This completes the solution at (/'+ 1). A repetition of the above 
steps allows us to march in either direction from the stagna
tion point. 

The computer program takes care of the fact that the 
boundary layer thickness increases as we move away from the 
stagnation point. Thus we increase n as we march in the X 
direction on either side of the stagnation point. The value of n 
is chosen so as to ensure that there are at least three to four 
points for k<n for which U~US and J « 0 . A variable grid 
size is used in the ^direction. Table 1 gives the values of AX 
used and the number of steps marched with each AX. For a 
small enough value of the initial AX, such as 10~5 used here, it 
was found that the singularity at the stagnation point was con
fined to about 5(AA0 on either side of the stagnation point. 
While AX can be assigned any value without difficulty it is 
easier to keep Ay uniform. However, due to large gradients 
near the plate A y must be quite small near the plate, and if Ay 
is uniform across the boundary layer thickness, the number of 
simultaneous equations to be solved increases excessively. 
Solution of such a large number of equations not only requires 
excessive computer time but also involves large roundoff er
rors. A practical solution is to use a fine mesh size near the 
plate and a relatively coarse mesh size away from the plate. A 
self-adaptive grid (Nakahashi and Deiwert, 1986, 1987) was 
therefore used in the Y direction. This yields very accurate 
results since the large gradients in the Y direction near the 
plate are resolved accurately. This requires modifications to 
equations (12) and (13) for the k value on either side of which 
A y is different, as described by Hornbeck (1973). The 
minimum value of A y was set at 0.005 and the maximum at 
0.05. The self-adaptive grid generation technique distributes 
values of Ay within this range. As many as 500 steps in the Y 
direction were required for some values of angle 8 at the far
thest downstream location X= 3. This discretization was used 
following considerable experimentation keeping the error in
curred and reasonable computer time in view. The test case for 
error analysis was the Blasius solution for the flat plate at zero 
incidence. Our values of U and V for B = Q were found to 
match exactly with the Blasius solution for all X > 1 0 - 4 . 
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Fig. 3 Pressure distribution on the plate 

Similar results were obtained for 6 for which the exact solution 
corresponding to /3 = 0 is given by Schlichting (1979). During 
the testing phase, values of local skin friction coefficient and 
Nusselt number for normal impingement of the slot jet on the 
plate (/3 = 90 deg) were also found to match exactly with those 
given by Miyazaki and Silberman (1972) for H>3. 

4 Results and Discussion 

Results were computed for six values of/3 = 0, 15, 30, 45, 60, 
and 90 deg, five values of Pr = 0.07, 0.2, 0.7, 2.0, and 7.0, and 
two values of Ec = 0 and 1. The plate was assumed to be 
isothermal for all the cases. 

4.1 Pressure Distribution. The pressure distribution in the 
boundary layer at various angles of slot jet impingement is 
shown in Fig. 3. As observed experimentally by Gardon and 
Akfirat (1966) in Fig. 7 of their paper, the pressure distribu
tion on the plate for normal impingement (/3 = 90 deg) is sym
metric about the stagnation point (X=0). It is clear from Fig. 
3 that except for /3 = 90 deg, the pressure distribution is asym
metric. Also the presence of the stagnation point for angles 
other than zero considerably modifies the distribution 
especially near the stagnation point. In the positive X direc
tion, pressure reaches a nearly zero value at X=3.0 for all 
angles, but in the negative X direction, zero pressure is ob
tained at different X locations depending upon the value of p. 
For low angles of impingement the zero value of pressure is 
obtained quite close to the stagnation point for X< 0, as seen 
from Fig. 3. The reason for this lies in the smaller thickness 
(hx) of the outgoing stream on the (X<Q) side of the plate at 
smaller values of /3 (see equation (6) and Fig. 1). In the limiting 
case of 13—0, hx —0 and we get the flow over a flat plate at 
zero incidence. Figure 4 illustrates the potential flow velocity 
at the plate as a function of distance along the plate with /3 as a 
parameter. The effect of pressure distribution on the plate is 
very clearly reflected in these curves. 

4.2 Velocity and Temperature Profiles. Figure 5 il
lustrates the normalized streamwise velocity profiles in the 
boundary layer at various angles (J3) and dimensionless 
distances (X) from the stagnation point. There is perfect 
agreement between the present results and the standard 
similarity solution at zero incidence (Blasius flow) denoted by 
"stars". This is true even close to the stagnation point 
(AT=0.01). This establishes the validity of the numerical 
marching technique employed in the present investigation. For 
Pr = 0.7 and Ec = 0, the behavior of the dimensionless 
temperature 6 is very similar to that of (1 - U/Us), and is 

Fig. 4 Potential How velocity at the plate 

Fig. 5 Longitudinal velocity profiles 

therefore not shown here. The temperature distribution for 
/3 = 0 was also found to match perfectly with the exact solution 
for a flat plate at zero incidence (Schlichting, 1979) at all loca
tions along the plate, thus validating the present results. It was 
also found that the transverse velocity distribution for /3 = 0 
matched exactly with the Blasius solution at all locations along 
the plate. 

4.3 Boundary Layer Thickness. The hydrodynamic bound
ary layer thickness 8 is shown in Fig. 6. As in Fig. 5, the stars 
on this figure correspond to the exact values for a flat plate at 
zero incidence. Clearly, the presently computed results for 
(3 = 0 are in very good agreement with the exact results. The 
hydrodynamic boundary layer thickness in Fig. 6 corresponds 
to the usual U/Us = 0.99. Similar results hold for displace
ment, momentum, and thermal boundary layer thicknesses. 
Note that the boundary layer thickness is nonzero at X=0 for 
(3^0 as expected. Also, for /3 = 90 deg, the boundary layer 
thickness is almost constant in the region \X\ <0.5. For other 
values of /3, minimum value of the boundary layer thickness is 
reached in the X<0 region, as expected. The location of this 
minimum shifts away from the stagnation point as 13 increases, 
except for /3 = 90 deg. For large values of \X\, the curves for 
different /3 are almost parallel except for /3 = 90 deg. Thus 
while 5 Ixl ~1/2 is a constant for (3 = 0 for all x>0, it is a con
stant for nonzero /3(;*90 deg) for large IXI only. 

Note that close to the stagnation point, Re1/25/L is of order 
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Fig. 6 Hydrodynamic boundary layer thickness versus X for various 
values of ]i 

unity. For the boundary layer analysis to be valid, it is re
quired that b/x be small. Thus it appears that for X— 0, the 
present results would be valid for Re—oo. At such a high Re, 
the assumption that the slot jet be laminar would no longer 
hold. According to Hanks and Ruo (1966), the upper limit of 
Re for ensuring a laminar slot jet would be about 2800. Thus 
the present results based on the boundary layer analysis of a 
laminar slot jet are expected to hold good experimentally in 
the region \X\ >0 .1 . 

4.4 Skin Friction and Heat Transfer. Values of the local 
skin friction coefficient and the Nusselt number are calculated 
using the relations 

- ^ - C7Re1/2 = (dU/dY)y=0 (14) 

and 

Nvt = hL/k=-Re1/2(dd/dY)Y=0 (15) 

These parameters at different angles of impingement are 
shown in Figs. 7 and 8. At X- 0, the friction factor is zero for 
/3F^0. This obviously follows from the fact that for nonzero 
angles of impingement there is no velocity gradient in the 
transverse direction at the stagnation point. The effect of 
potential flow velocity distribution at the plate for different 
angles /3, shown in Fig. 6, is very clearly reflected on the local 
skin friction coefficient. Far downstream from the stagnation 
point (X>3) the potential flow velocity at the plate Us ap
proaches the free-stream velocity Ua so that the skin friction 
coefficient for any nonzero angle of impingement tends to 
vary as that for the flow over a flat plate at zero incidence. The 
latter, as computed presently, is also shown in Fig. 7, and 
matches perfectly with the exact curve (Schlichting, 1979) 
represented by stars. For nonzero angles of impingement the 
skin friction coefficient, starting from a zero value at the 
stagnation point, increases and reaches a maximum value 
close to the stagnation point owing to the small boundary 
layer thickness and large value of Us in this region. The max
imum shifts toward the stagnation point with a decrease in the 
angle of impingement since the potential flow velocity Us ap
proaches the free-stream velocity more rapidly for small 
values of (3 (see Fig. 4). Particularly striking is the shape of the 
curve in X< 0 region for small values of /3 owing to the rapid 
increase in Us for such cases. The curve for /3 = 90 deg in Fig. 7 
agrees perfectly with that corresponding to H>3 in Fig. 3 of 
Miyazaki and Silberman (1972). 

Figure 8 displays the local Nusselt numer (based on slot jet 
thickness L) or the normalized temperature gradient in the 
transverse direction at the plate surface obtained for Pr = 0.7, 

* Schlichting (1979) 
o Miyazaki a Silberman (1972) 

-4.01 1 h 1 1 1 
-2.0 -1.0 0.0 1.0 2.0 3.0 

X 

Fig. 7 Local skin friction coefficient over the plate 
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Fig. 8 Local Nusselt number over an isothermal plate (Pr = 0.7, Ec = 0) 

Ec = 0, and isothermal wall conditions. Here again the curve 
for (3 = 90 deg agrees exactly with that for H>3 in Fig. 4 of 
Miyazaki and Silberman (1972). For (3 = 90 deg, the Nusselt 
number variation is symmetric about the stagnation point, and 
Nu at X= 0 is almost twice that at X= 3. There is a substantial 
change in the Nu/Re l / 2 profiles for other values of angle (3. 
The maximum in these profiles lies in the X<0 region, and 
shifts toward the stagnation point as /3 decreases. At j3= 15 
deg, the maximum value of local Nusselt number is as much as 
10 times that at X=3. However, this maximum lies in the 
region \X\ < 0.1, and is therefore not very meaningful for the 
laminar slot jet as per the discussion in Section 4.3. It should 
be noted that the large change in Nusselt number values with 
respect to /3 occurs only in the range \X\ < 1 . Outside this 
range the Nusselt number is very close to that for the flow over 
a flat plate at zero incidence. The latter is also shown in Fig. 8 
based on present computations, and matches perfectly with 
the exact curve (Schlichting, 1979) represented again by stars. 
The Nusselt number variation with respect to /3 for other 
Prandtl numbers is similar to that shown in Fig. 8 for Pr = 0.7. 

The mean Nusselt number over a length X of the plate can 
be computed using the relation 

Nu f f lRe-1 /2= - -±r\X (M/dY)Y=0dX (16) 
si. JO 

The variation of mean Nusselt number computed over a length 
of the plate equal to the slot jet thickness on either side of the 
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Fig. 9 Mean Nusselt number over an isothermal plate (various 0 and 
Ec) 

stagnation point is shown in Fig. 9 for selected values of angle 
/3 and Eckert number. As expected the mean Nusselt number 
increases with the Prandtl number. The presence of viscous 
dissipation with Ec = 1 further increases the mean Nusselt 
number as shown in Fig. 9 for a jet colder than the plate. Also 
note that on a log-log plot Nu,„Re_ 1/2 varies linearly with Pr. 
Thus we have 

Nu,„Re"1/2 <x Pr'" (17) 

where the exponent m depends upon j8 and Ec, and for the 
results shown in Fig. 9 varies from 1/3 to 1/2. 

5 Conclusions 

A finite-difference method is developed for the two-
dimensional boundary layer flow resulting from the impinge
ment of a slot jet on an inclined flat plate. The influence of the 
angle of impingement on the velocity and temperature profiles 
over an isothermal plate is studied for various Prandtl and 
Eckert numbers. From the results obtained the following con
clusions can be drawn: 

1 The presence of a stagnation point for nonzero angles of 
jet impingement significantly affects both the pressure 
distribution over the plate and the potential flow velocity Us at 
the plate. 

2 Near the stagnation point the hydrodynamic and thermal 

boundary layers are thinner for lower angles of impingement 
but away from the stagnation point they are thinner for higher 
angles of impingement except for (3 = 90 deg. 

3 The local skin friction coefficient and the Nusselt number 
show a larger maximum value closer to the stagnation point at 
smaller angles of impingement. 

4 In order for the slot jet to remain laminar, the boundary 
layer analysis is valid in the region \X I >0 .1 . 

Acknowledgments 

This work was revised while the first author was on sab
batical at The Ohio State University. Use of computing 
facilities at The Ohio State University and helpful comments 
of the referees are gratefully acknowledged. 

References 

Dorrepaal, J. M., 1986, "An Exact Solution of the Navier-Stokes Equation 
Which Describes Non-orthogonal Stagnation Point Flow in Two Dimensions," 
J. Fluid Mech., Vol. 163, pp. 141-147. 

Ero, M. I. O., 1978, "Heat and Mass Transfer in Close Proximity Impinging 
Two-Dimensional Laminar Jets," AIAA J., Vol. 16, pp. 611-613. 

Gardon, R., and Akfirat, J. C , 1966, "Heat Transfer Characteristics of Im
pinging Two-Dimensional Air Jets," ASME JOURNAL OF HEAT TRANSFER, Vol. 
88, pp. 101-108. 

Hanks, R. W., and Ruo, H. C , 1966, "Laminar-Turbulent Transition in 
Ducts of Rectangular Cross Section," Ind. Eng. Chem. Fund., Vol. 5, pp. 
558-561. 

Hornbeck, R. W., 1973, Numerical Marching Techniques for Fluid Flows 
With Heal Transfer, NASA SP-297. 

Martin, H., 1977, "Heat and Mass Transfer Between Impinging Gas Jets and 
Solid Surfaces," Adv. in Heat Transfer, J. P. Hartnett and T. F. Irvine, Jr., 
eds., Academic Press, New York, Vol. 13, pp. 1-60. 

Masliyah, J. H., and Nguyen, T. T., 1979, "Mass Transfer Due to an Imping
ing Slot Jet," Int. J. Heat Mass Transfer, Vol. 22, pp. 237-244. 

Milne Thomson, L. M., I960,, Theoretical Hydrodynamics, 4th ed., Mac-
millan, London. 

Miyazaki, H., and Silberman, E., 1972, "Flow and Heat Transfer on a Flat 
Plate Normal to a Two-Dimensional Laminar Jet Issuing From a Nozzle of 
Finite Height," Int. J. Heat Mass Transfer, Vol. 15, pp. 2097-2107. 

Nakahashi, K., and Deiwert, G. S., 1986, "Three-Dimensional Adaptive Grid 
Method," AIAA J., Vol. 24, pp. 948-954. 

Nakahashi, K., and Deiwert, G. S., 1987, "Self-Adaptive Grid Method With 
Application to Airfoil Flow," AIAA J., Vol. 25, pp. 513-520. 

Schlichting, H., 1979, Boundary Layer Theory, 7th ed., McGraw-Hill, New 
York. 

Sparrow, E. M., and Lee, L., 1975, "Analysis of Flow Field and Impinge
ment Heat/Mass Transfer Due to a Nonuniform Slot Jet," ASME JOURNAL OF 
HEAT TRANSFER, Vol. 97, pp. 191-197. 

Sparrow, E. M., and Wong, T. C , 1975, "Impingement Transfer Coeffi
cients Due to Initially Laminar Slot Jets," Int. J. Heat Mass Transfer, Vol. 18, 
pp. 597-605. 

Tamada, K., 1979, "Two-Dimensional Stagnation-Point Flow Impinging 
Obliquely on a Plane Wall," J. Phys. Soc. Japan, Vol. 46, pp. 310-311. 

van Heiningen, A. R. P., Mujumdar, A. S., and Douglas, W. J. M., 1976, 
"Numerical Prediction of the Flow Field and Impingement Heat Transfer 
Caused by a Laminar Slot Jet ," ASME JOURNAL OF HEAT TRANSFER, Vol. 98, 
pp. 654-658. 

582/Vol. 110, AUGUST 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Y. Nagano 
Professor. 

Mem. ASME 

C. Kim 
Graduate Student. 

Department of Mechanical Engineering, 
Nagoya Institute of Technology, 

Gokiso-cho, Showa-ku, 
Nagoya 466, Japan 

A Two-Equation Model for Heat 
Transport in Wall Turbulent 
Shear Flows 
A new proposal for closing the energy equation is presented at the two-equation 
level of turbulence modeling. The eddy diffusivity concept is used in modeling. 
However, just as the eddy viscosity is determined from solutions of the k and e equa
tions, so the eddy diffusivity for heat is given as functions of temperature variance 
t2, and the dissipation rate of temperature fluctuations et, together with k and e. 
Thus, the proposed model does not require any questionable assumptions for the 
"turbulent Prandtl number." Modeled forms of the t2 and et equations are devel
oped to account for the physical effects of molecular Prandtl number and near-wall 
turbulence. The model is tested by application to a flat-plate boundary layer, the 
thermal entrance region of a pipe, and the turbulent heat transfer in fluids over a 
wide range of the Prandtl number. Agreement with the experiment is generally very 
satisfactory. 

1 Introduction 

With the wide accessibility of high-speed computers, tur
bulence models have been steadily securing their position as an 
effective strategy for solving flow problems encountered in 
engineering applications. The turbulence model for the scalar 
field, on the other hand, is still rather primitive. By far the 
most common approach to the analytical studies of turbulent 
heat transfer problems is to solve the energy equation in which 
the turbulent heat flux is modeled by using the classical 
Boussinesq approximation. The unknown eddy diffusivity for 
heat a, is expressed by the known eddy viscosity c,, so that 
a, = c,/Pr(. Thus, in this formulation the analogy is assumed 
tacitly between turbulent heat and momentum transfer. Also, 
the turbulent Prandtl number Pr, needs to be prescribed. 
However, there are so many ambiguous points in Pr, itself, 
and none of the empirical formulae for Pr, can work univer
sally (Reynolds, 1975). Accordingly, the calculation methods 
based on Pr, have inherent limitations, since the calculations 
of a temperature field depend largely upon Pr, values used. 

An alternative independent of an assumption of turbulent 
Prandtl number is to solve directly the transport equations for 
turbulent heat fluxes. This trial was performed by Newman et 
al. (1981), Elghobashi and Launder (1981, 1983), and Shih 
and Lumley (1986) to analyze the spread of fluctuating 
temperature in a homogeneous turbulence field with no mean 
velocity gradients. In heat flux equation modeling, correct 
modeling of the pressure scrambling terms is generally critical 
in obtaining correct heat flux values (Nagano and Hishida, 
1985). Much of the modeling, however, is almost completely 
ad hoc (Lumley, 1983). Thus, the heat flux equation model 
needs further study and refinement. The development of more 
sophisticated new models is awaited. 

The turbulence model for scalar field proposed in this study 
is that which solves the energy equation with the aid of the 
concept of eddy diffusivity for heat. However, in the present 
model, a value for the turbulent Prandtl number Pr, need not 
be postulated. The eddy diffusivity for heat a, is expressed in 
terms of the turbulent kinetic energy k, the dissipation rate of 
turbulence energy e, the temperature variance t2, and the 
temperature variance dissipation rate e,. The most appropriate 
a, value can be given as a function of the state of velocity and 
temperature fields by solving the transport equations for these 
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turbulence quantities. Therefore, the proposed model is ap
plicable to the problems where a value of Pr, is not known. 
The verification of the validity of the proposed model is 
presented by application to a flat-plate boundary layer and the 
thermal entrance region of a pipe. The latter test case provides 
a critical check of the model because the relevant velocity and 
temperature fields are not similar, and hence the Reynolds 
analogy collapses. The range of satisfactory performance of 
the model for various kinds of fluids was tested. The tested 
range of the molecular Prandtl number Pr was from 0.1 to 
10,000. 

2 Improved Form of k-£ Turbulence Model for Wall 
Turbulent Shear Flows 

A two-equation model uses the concept of eddy viscosity 
(turbulent diffusivity) v, so as to describe the magnitude of 
turbulence intensity and its spatial extent. In the k-e model, 
the reference velocity of turbulence is represented by kyl 

determined from the turbulent kinetic energy k. The 
characteristic length scale is given by the eddy length scale 
Lt=kV2/e. 

The governing equations for the k-e model, improved after 
consideration of the characteristic of wall turbulence (Nagano 
and Hishida, 1987), may be written as 

k-equation 

dk ... dk 

17 
+ u dk - d Uv\

 v'\dk} 
J dXj dXj IV ak ) dXjJ 

-e-2vt 

dU, 

-"'"If 
dfleV' 

dXj ') 
(1) 

e-equation 

de ... de 

IT 

- de d (Y v. \ de ~) „ , e 
Jdx< dx: l \ a J dxJ Ml k ' J 

dU, 

dX: 

e2 / d2U- \ 2 

- dXjdxk, 

dO,\ 2 

(2) 

(8U, dOj\ 2 
'\dx, + dxJ 3 6iJ 

dXj 
(3) 

(4) 

In the above set, the values of the constants and the model 

v^CJ^L^CJ^/e 
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functions which account for low-Reynolds-number and/or 
wall-proximity effects are 

C„ = 0.09, C d = 1.45, Ce2 = 1.9, a t = 1 . 0 , <T£ = 1.3 

A = ( l - e x p ( - R T / 2 6 . 5 ) } 2 , / , = 1.0, / 2 = 1 -0.3exp(-.R?) 

i?T = « » ^ / y = j + , R,=k2/ve 

The turbulence quantities for a velocity field can be ob
tained from equations (l)-(4), together with the following 
continuity and momentum equations: 

dU,/dx, = 0 

dr ' dx, 

1 dP 

P dXj 

i d ( dU, \ 

dXi \ dx: V 

(5) 

(6) 

3 Two-Equation Model for Temperature Field 

3.1 Governing Equations. When temperature is regard
ed as a passive scalar, the transport equation is expressed as 
follows: 

dT 

~dT 
- dT d ( dT —\ 

(7) 

On the other hand, the temperature variance t2 and the 
dissipation rate of half the temperature variance et, corre
sponding to k and e in the velocity field, are given (Launder, 
1976) by 

r -equation 

df - dT2 

dr dXj 
( dt —A 

dx, V dx, 
-2u:t 2e, 

1 dx, 
(8) 

e,-equation 

de, _ de, 
!T+ UJ1T-
OT J dXj 

dXj (ait-U^ dXj 

du, 
-2a- J dt dt 

bxk dxk dx. 

-2a | 
du, dt dT dt 

- + -
dt dU: 

• dxk bxk dx, dx, dxk dxk 

+ u 
dt d2T 

) V dx,dxt ' 1 dxk dX:dxk 

where e't = a(dt/dxk)(dt/dxk) and e, = e,'. 

(9) 

3.2 Modeling A temperature field can be analyzed from 
the energy equation (7). However, this equation is not closed 
since it contains an unknown turbulent heat flux Ujt. Also, 
unknown higher-order moments are included in equations (8) 
and (9), and the equations are not closed. In what follows, the 
main aim is to devise a rational closure of equations (7)-(9) at 
the two-equation level of turbulence modeling. 

Using the eddy diffusivity for heat a,, we represent a tur
bulent heat flux Ujt by the following simple gradient form: 

-Ujt = a,dT/dXj (10) 

Next, we express the eddy diffusivity for heat a, as a func
tion of the state of velocity and temperature fields. This is a 
counterpart of the eddy viscosity v, represented as a function 
of the state of a velocity field by using k and e as given by 
equation (4). Since it is interpreted that at oc (turbulent veloci
ty) x (spatial extent of a fluctuating temperature), a, may be 
written as 

atockmLn (11) 

N o m e n c l a t u r e 

Cj = skin-friction coefficient = 
Tj{PV2

r/2) 
C^, Cel, Ce2 = turbulence model constants for 

velocity field 
Cx, CPl, Cp2, Cm, Cm = turbulence model constants for 

temperature field 
Cp = specific heat at constant pressure 

d = pipe diameter 
/n > / i > fi — turbulence model functions for 

velocity field 
A . fp\ > fn. SD\ > fm = turbulence model functions for 

temperature field 
k = turbulent kinetic energy 

= UjUj/2 

Nu = Nusselt number 
P = mean pressure 

Pr, Pr, = molecular and turbulent Prandtl 
numbers 

qw = wall heat flux 
R = time-scale ratio = T,/TU 

Re = Reynolds number = Ubd/v 
r0 = pipe radius 
St = Stanton number = 

qw/PCpUr(Tw-fr) 
T, t = mean and fluctuating 

temperatures 
T„, Tr = wall and reference temperatures 

t„ = friction temperature = 

qw/pCP
u* 

U 

u+ 

% u, 

w* 
x,y 

Xi 

y+ 

a. a, 

°k< 

Subscripts 

°f. 

i 

• Of,' 

T, 

( 

' . " ( 
P 

~~) 

b 
e 

mean streamwise velocity 
reference velocity 
dimensionless velocity = U/u* 
mean and fluctuating velocity 
components in x,- direction 
friction velocity = ^Jr„/p 
coordinates 
coordinates in tensor notation 
dimensionless distance from wall 
= u*y/i> 
molecular and eddy diffusivities 
for heat 
dissipation rate of k 
= vidu/dXjXdUj/dXj) 
dissipation rate of t2/2 
= a(dt/dXj)(dt/dXj) 
molecular and eddy viscosities 
density 
turbulence model constants for 
diffusion of A:, e, t2, and e, 
time and wall shear stress 
time scales of velocity and_ 
temperature fields = k/e, t2/2e, 
time mean value 

bulk 
boundary-layer edge 
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where L,„ is the characteristic length scale. To describe Lm ex
plicitly, we need an appropriate turbulent time scale 
equivalent to the relative "lifetime" of the energy-containing 
eddies or temperature fluctuations (Elghobashi and Launder, 
1983). There may be three choices for the time scale: the 
dynamic time scale ru = k/e, the scalar time scale 
r, = (t2/2)/e,, and the mixed time scale rm =VT~T,. We adopt 
the mixed time scale rm, since it blends both thermal and 
mechanical contributions, and is almost equal to an arithmetic 
mean of ru and T, in simple shear layers, as evidenced ex
perimentally by Nagano and Hishida (1985), so that 
Lm = klnrm. Thus, from equation (11), a, may be modeled as 

a, = Cx /x*>/(*/e).(?/e,) (12) 

where Cx is the model constant, and / x is the model function, 
which has some properties in common with/,, in equation (4), 
as will be described later. 

To the turbulent diffusion terms in equations (8) and (9), we 
apply the gradient-type diffusion model, and write using the 
eddy diffusivity for heat 

-uJt
i=(al/<rh)dT2/dXj (13) 

- Ujt't = (a,/a^)di,/dXj (14) 

where ah and o^ are the model constants. 
The direct mean-field generation terms in the e,-equation 

are negligible when the turbulence Reynolds number Re, 
( = k2/ve) is large (Launder, 1976). However, they become im
portant in the immediate neighborhood of the wall because of 
a sharp decrease of Re, values. Thereupon, extending the 
model of Newman et al. (1981) for the generation and destruc
tion of e, due to fine-scale turbulence interactions, we write 
the unknown source/sink terms in equation (9) as follows: 

du, dt dt „ / du, dt df 
—J 2a 1—-
dxk dxk dxj \ dxk dxk dxj 

dt dt at/, \ / d2t \ 2
 e, — dT 

OXj OXk OXk I \ OXjOXk / t1 OXj 

- r f e' — d&i ~ f
 e? r> f ee' / i « 

C « JP2-J ",'"/ — CDl fm-= Cm fD2~Y ( 1 5 ) 

where/P1 and/pj correspond to / [ in equation (2),fm andfD2 

are equivalent to f2 in the same equation, and all are the cor
rection functions to account for low-Reynolds-number 
effects. 

The other mean-field generation process in equation (9) may 
be modeled as 

dT d2T 
- 2a u,— 

dxk dxjdxk 

We further approximate equation (16) at the two-equation 
level of modeling as 

dT~ d2T / d2f \ 2 

_ 2a Uj — — — = aa, ( l - / x ) ( -7-^—) (17) 
1 dxk dXjdxk \dXjdxk/ 

3.3 Wall-Proximity Effects. Viscosity and molecular 
conduction also become dominant in the close vicinity of the 
wall, and anisotropy increases due to the presence of the wall. 
In turbulence modeling, it is important how to account for 
these near-wall features. Obviously, from equations (7) and 
(8), the most essential factor that determines the character of a 
temperature field is the turbulent heat flux Ujt. Accordingly, 

the quality of the modeling of the function/x in equation (12), 
which is introduced mainly to improve the near-wall behavior 
of Ujt, influences the overall quality of the turbulence model. 
In what follows, we devise the modeling of/x. 

Generally, the relative thickness of the conduction-
dominating sublayer to that of the viscous sublayer near the 
wall changes with the molecular Prandtl number Pr (Town-
send, 1976). Thus, even at the same distance from the wall .y, 
the value of / x must change according to the corresponding 
thickness of the conductive sublayer if the Prandtl number 
changes. In view of this, we represent/x as a single function of 
the dimensionless distance y+ + = u^y/^vo. = VPr> | + . In 
this formulation, the value of/x depends uniquely upon y+ + . 
Hence the actual location y+ giving the same value of/x parts 
from the wall in the case that Pr is small, and approaches the 
wall when Pr becomes large. This corresponds exactly with 
the physical behavior of the conductive sublayer thickness. In 
addition, the relation Sc/<5„«l/\/Pr may hold if the ratio of 
the conductive sublayer thickness 5C to the viscous sublayer 
thickness 8V is regarded approximately as the ratio of the ther
mal and hydrodynamic boundary-layer thicknesses in laminar 
flows. The coordinate y+ + also satisfies this relation. On the 
other hand, the effect of/x needs to change with the develop
ment of a thermal boundary layer, regardless of the Pr value, 
in such a flow field as the thermal entrance region where the 
Reynolds analogy does not hold. Considering these re
quirements, we propose the following formula for / x : 

/ x = [ l - e x p ( - < ^ + + A4))2 (18) 

with 

4> = J27cf-t*/(fw-Tr) = (2/Cf)St (19) 

Here Cf = Tw/(pU2/2) and St = q„/pCpUr(fw-Tr) are the 
skin-friction coefficient and the Stanton number, respectively. 
The value of St varies in accordance with the thermal 
boundary-layer development. Thus, as seen from equations 
(18) and (19), 0 is the factor controlling the effective range for 
/x to match the thermal boundary-layer development. In par
ticular, when the Reynolds analogy holds, we get $ = 1 and 
y++ = y+, and hence equation (18) yields 

fx={l-exp(-y+/A)}2 (20) 

which is indeed equivalent to the model function / for the 
velocity field. The best value for the constant A is chosen as 
30.5 after computer optimization. 

It should be mentioned that the influence of the decrease in 
turbulence Reynolds numbers near the wall is not counted 
directly in the formulation (18). This is because the eddy dif
fusivity for heat a, is already modeled so that it decreases with 
decreasing turbulence Reynolds numbers, as may be readily 
seen by rewriting equation (12) as 

a, /" = C x / xRe„ (21) 

where Re,, = lofkf /ee,/v is the turbulence Reynolds number 
based on the mixed time scale. 

Next, we consider the limiting behavior of the dissipation 
rate of temperature fluctuations e, at a wall. If the isotropy of 
the small-scale dissipative motion is assumed, e, is consistently 
zero at the heat transfer surface with a uniform wall 
temperature. The actual anisotropic e,, however, is not zero, 
so e, =ct(dt/dy)l = 0. Nevertheless, it might be suggested that 
we make e, zero at the wall for computational expediency. 
Since this loses in the t2 -equation the balancing term with the 
molecular diffusion a(d2t2/dXjdXj) at the wall, we add a cor
rection term in equation (8), as will be developed below. 

In case of a uniform wall temperature, a fluctuating 
temperature near the wall may be expressed using the Taylor 
expansion as 
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t = ay + by2 + 0{y3) 

T2=a2y2 + 2abyi+0(y4) 

(22) 

(23) 

The actual e, in the immediate neighborhood of the wall may 
be given by 

e, = a(dt/dy)2 = aa2 + Aaaby + 0(y2) (24) 

while from equation (23) it is easily demonstrated that 

a (d^P/dy)2 = aa2 + Aaaby + 0(y2) (25) 

We thus conclude from equations (24) and (25) that the 
anisotropic behavior of the true temperature-variance dissipa
tion rate may be represented with the term a(dvTVdy)2 by 
substituting et + ct{d"Ji2/c)y)2 for et in equation (8), even if we 
make et zero at the wall. 

From these considerations, we finally obtain the governing 
equations of the two-equation model for scalar turbulence as 
follows: 

r -equation 

0 dt2 _ d 

dr ' dx, dx, 

-2K 

•J - ' a h ' dxj 

V-2£'-2aU-) (26) 

e r equation 

de, - de, d 

dr J dx, dx, IV a< ) dx, J 

e, — df 
~ Cpi//>1 -=,- Ujt — Cp2 fj 

dU: 

dx. iPIT uiuj dxj 
L-r f ' 

- C f l 2 / f l 2 - ^ + a « r ( l - / x ) ( 1 ^ - ) (27) 

At high-Reynolds-number flows where the wall-proximity ef
fects are immaterial, we may pu t / x = fPl = fn = fDl = fD2 

= 1. 

3.4 Model Constants. The constants appearing in the 
two-equation model for scalar turbulence are determined in 
the following manner. First, we specify a value of Cx in equa
tion (12) defining the eddy diffusivity for heat a,. In the log-
law region where the turbulence develops sufficiently to render 
the molecular diffusion negligible, i.e.,/,, = / x = 1, Cx may 
be given from equations (4) and (12), together with the ther
mal/mechanical time-scale ratio 7? = T,/TU = (t2/2et)/{k/t) 
and the turbulent Prandtl number Pr, = v,/at, by 

Cx = C„/Pr,V2]? (28) 

Here we have CM = 0.09, and for air flows Prr = 0.87 and 
# = 0.4-0.5 (Beguier et al., 1978; Nagano and Hishida, 1985). 
Thus, from equation (28) we obtain Cx =0.11. 

The constants <rh and û , for the turbulent diffusion terms 
given by equations (13) and (14) are assigned the same value of 
1.0. This is consistent with the assumption in the heat flux 
equation modeling by Elghobashi and Launder (1981, 1983). 

We determine the constants Cm and Cm in the e,-equation 
(27) through consideration of existing data concerning decay 
of homogeneous scalar turbulence. In a homogeneous decay
ing turbulent flow, equations (1), (2), (26), and (27) become 
simply 

Udk/dx=-e (29) 

Ude/dx=-Cae
2/k 

UdT2/dx=-2e, 

Ude,/dx = - Cm e2/T2 ~ Cmee,/k 

(30) 

(31) 

(32) 

where the x axis is taken in the flow direction. The dissipation 
rate of temperature fluctuations may be written as 
et = (e[2R){t2/k) from the definition of the time-scale ratio 
R= (t2/2e,)/(k/e). In homogeneous grid-generated tur
bulence, it is known that R does not change in the flow direc
tion (Warhaft and Lumley, 1978). From equations (29)-(31), 
we thus obtain: 

Ude,/dx= (U/2R)d(eT2/k)/dx 

= (U/2R) { - {et2/k2)dk/dx 

+ (T2/k)de/dx+ (e/k)dT2/dx) 

= (l/2R)(e2T2/k2 - Ctle
2T2/k2 - 2ee,/k) 

= -2R(Ci2- l )e2 /? - (l/R)ee,/k (33) 

Equations (32) and (33) give the following relations: 

Cm=2R(Ce2~\) (34) 

CD2 = \/R (35) 

The values of C f l l=2.03 and Cfl2 = 0.88 are then specified 
from the above equations if we set R = 1.13. We also get the 
values of Cm =2.25 and CD2 = 0.80 for R= 1.25. Newman et 
al. (1981) obtained the values of Cm =2.02 and Q,2 = 0.88, 
and Elghobashi and Launder (1983) the values of Cm =2.20 
and CD2 = 0.80 by trial and error through the analysis of 
homogeneous scalar turbulence using the heat flux equation 
model. Considering these related items, the values of 
CB1=2.20 and 0 ^ = 0.80, which are the same as those of 
Elghobashi and Launder (1983), are adopted in the present 
study. We take accordingly the value of 1.80 for CPl in equa
tion (27) to match the value of Elghobashi and Launder 
(1983). 

The constant Cn in equation (27), on the other hand, is 
assigned the value of 0.72 on the basis of the present computer 
optimization, because there has been no research on the 
behavior of e, in inhomogeneous shear flows. 

The modeling of the functions fP and/ f l in the e,-equation is 
possible from the correspondence to f{ and f2 in the e-
equation. For simplicity, however, we put: fP[ =fP2 =fm 

=fm = l.O. The model functions and constants proposed in 
the present study are summarized in Table 1. 

4 Numerical Scheme 

The numerics sometimes affect the results of the turbulence 
models both in the algorithm chosen and the number and 
distribution of grid points. Therefore, attention was paid to 
the numerics so as to make the model appraisal meaningful. 
The coordinate for regions of very large gradients should be 
expanded near the heat transfer surface. Thus, for internal 
flows, a transformation is introduced so that 7/ = (y/r0)

l/2. For 
external flows, the following nonuniform grid (Bradshaw et 
al., 1981) across the layer is employed: 

yJ = Ayl(KJ-l)/(K-l) (36) 

where &yx, the length of the first step, and K, the ratio of two 
successive steps, are chosen as 10"5 and 1.03, respectively. For 
both internal and external flow cases, 201 cross-stream grid 
points were used to obtain grid-independent solutions. The 
first grid point was normally located well into the viscous 
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Table 1 Constants and functions in the proposed two-equation model 
for scalar turbulence 

CA 

0-11 

Cpi 

1.80 
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0.72 
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Fig. 1 Mean velocity profile in a flat-plate boundary layer 
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Fig. 2 Mean temperature profile in a flat-plate boundary layer 

sublayer: e.g., less than y+ =0.03 in the case of internal flows. 
The numerical technique used is a well-tested Keller's Box 
method (Bradshaw et al., 1981). It is known that this method 
is unconditionally stable and the accuracy of a solution is 
high. _ _ 

The boundary conditions are: U=k = e = Q, f- T„, and t2 

= et = 0 at the wall (nonslip and uniform wall temperature); 
dU/dy = dk/dy = de/dy = df/dy = dt2/dy = det/dy_= Oat 
the axis for internal flows (symmetry); U = Ue,T= fe, and 

5 Discussion of Predictions With the Proposed Model 

5.1 Flat-Plate Boundary Layer. To assess the perform
ance of the present model for the prediction of external flows, 
the calculations of the flat-plate boundary layer are compared 
with the experimental data of Gibson et al. (1982), and Ver
riopoulos (1983). A flat plate had a uniform wall temperature, 
and air (Pr = 0.71) was used as a working fluid. The Reynolds 
number per unit length was Ue/v= 1.41 X106 1/m. The 
prediction of mean velocity profile in the turbulent boundary 
layer is presented in Fig. 1, compared with the experimental 
result (with stream wise location at x = 971 mm downstream 
from leading edge). The corresponding comparison of mean 
temperature profile is shown in Fig. 2. It is obvious from these 
figures that both mean velocity and mean temperature profiles 
are predicted almost perfectly with the proposed model. 
Whether or not a turbulence model is able to reproduce the 
"law of the wall" correctly is one important criterion to judge 
the quality of the model (Patel et al., 1981). As seen from Figs. 
1 and 2, the present model satisfies this criterion. 

The proposed model has k, e, t2, and et as the basic tur
bulence parameters. Thus the time-scale ratio 
R= (t2/2et)/(k/e) may be obtained directly from these solu
tions. As shown in Fig. 3, the calculated time-scale ratio agrees 
well with actual measurements. 

The predictions for the skin-friction coefficient 
k = e = t2 = e, = 0 at the free stream for external flows (Ue Cf = rw/(p_U2/2) and the Stanton number St = 
and Te being prescribed from experiments). 

The criterion for convergence is 

max I yc'+ » - y<'» l/max I y<" I < 10"5 (37) 

where Y=dX/dy (X: U, k, e, T, t2, and e,), and i denotes the 
number of iterations. The wall shear stress TW and wall heat 
flux q„ are obtained directly from the solutions as: 
Tw/p = v(dU/dy)y=0, and qw/pCp = -a(dT/dy)^0. 

The local Nusselt number for internal flows, Nu(;c), is 
regarded as a fully developed one when the following criterion 
is satisfied: 

lNu(*f+1)-NU(JC,) l/Nu(*,.)< 10"5 (38) 

The computations were performed on a FACOM M-382 
computer. 

/ ' _ _ 
q„/pCpUe(Tw — Te), are shown in Fig. 4. The calculated 
values are seen to be in almost complete agreement with the 
experimental values. It is known that the following Colburn's 
relation holds generally in the case that the hydrodynamic and 
thermal boundary layers develop simultaneously from the 
leading edge of a plate: 

StPr2/3 = C/2 (39) 

The present predictions of St and Cf satisfy this relation. 

5.2 Thermal Entrance Region of Pipe. The thermal en
trance region is taken up as a test case to examine the validity 
of the present model for the prediction of internal-flow heat 
transfer. In the thermal entrance region, where the Reynolds 
analogy or Colburn's relation does not hold, the eddy dif-
fusivity for heat a, changes in the flow direction along with 
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the development of a thermal boundary layer, whereas the ed
dy viscosity v, remains unchanged. Accordingly, the turbulent 
Prandtl number, Pr/ = y,/a(, varies largely in the flow direc
tion. As a result, it was almost impossible to analyze correctly 
the entry-region heat transfer with the conventional calcula
tion method based on a prescribed Pr, value. The present 
model makes it possible to analyze the temperature field where 
the analogy fails, because a, is determined according to the 
state of the field by solving the transport equations for tur
bulence quantities. The predictions with the present model are 
compared with the experimental data of Hishida and Nagano 

(1978), Nagano et al. (1985), and Hishida et al. (1986) in Figs. 
5-7. 

The experiments were performed in an air flow in a 
uniformly heated pipe for a Reynolds number (based on bulk 
velocity and pipe diameter) of 40,000. In modeling, Cf and St 
in equation (19) are defined with the bulk velocity Ub and the 
bulk temperature Tb so that Cf = rw/(p Ub/2) and 
St = qw/pCpUb(Tw- Tb). The experimental value at x/d= 1.0 
(with x as the axiai distance from the beginning of the heated 
section) was given as an initial profile of the calculation. 

As shown in Fig. 5, the very fine results of predictions in 
agreement with experiments are obtained for the mean 
temperature profiles in the thermal entrance region. The pro
posed model reproduces accurately the succession of stages 
that occurs after the thermal boundary layer reaches the pipe 
centerline. 

The predicted change of profiles of temperature-fluctuation 
intensities with the thermal boundary-layer development is 
shown in Fig. 6. Obviously, this too is predicted correctly with 
the proposed model. _ 

The distribution of turbulent heat flux vt in the vicinity of 
the heat transfer surface cannot be predicted exactly, if the 
modeling of the eddy diffusivity for heat is inappropriate. The 
present prediction for vt in a fully developed region 
(x/d= 39.89) is shown in Fig. 7, compared with the experimen
tal result of Hishida et al. (1986). Again, agreement between 
the two is very satisfactory when making allowance for the 
uncertainty that might be involved in the measurements. 

5.3 Influence of Prandtl Number. As the last test case, 
the heat transfer in a pipe for various kinds of working fluids 
has been calculated to inspect the universality of the proposed 
model. The relative locational relations between the velocity 
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and temperature fields, as mentioned previously, depend upon 
the molecular Prandtl number. This physical action should be 
reflected in the turbulence model in order to assure its wide 
use. Figure 8 shows the prediction of turbulent heat transfer in 
fluids over a wide range of Prandtl number. Comparison with 
the experiments (Sideman and Pinczewski, 1975) substantiates 
that the proposed model can predict, with sufficient accuracy, 
the heat and mass transfer for various kinds of fluids. 

6 Concluding Remarks 

A closure for the energy equation to solve turbulent heat 
transfer problems has been developed at the two-equation 
level of turbulence modeling. The turbulent heat flux is ex
pressed by using the eddy diffusivity for heat. However, in the 
proposed model, the prescription of a value for the "turbulent 
Prandtl number" is not needed, since the eddy diffusivity for 
heat can be determined from the solutions of transport equa
tions for turbulence quantities. This is substantially different 
from conventional calculation methods for turbulent heat 
transfer. The validity of the present model has been verified by 
analyzing the temperature fields for both external and internal 
flows. Especially the thermal entry region is a very crucial test 
case, which almost all the existing models have been unable to 
analyze correctly. This is because the turbulent Prandtl 
number is too dependent upon the thermal boundary layer 
development for an adequate value to be prescribed. It is 
established that the present model is valid even for such a 
nonequilibrium field. Also the effects of the molecular 
Prandtl number on turbulent heat transfer are counted in the 
present model. Its effectiveness has been verified by the 
predictions of turbulent heat transfer in various kinds of 
working fluids (Pr = 0.1-10000). 

The present model does not need any questionable empirical 
wall functions as boundary conditions, i.e., strict conditions 
for the velocity and temperature fields are imposed at a heat 
transfer surface. The low-Reynolds-number effects are con
sidered in the model. Furthermore, governing equations are 
not complex, and thus the computing time required is usually 
very reasonable. From these standpoints, the proposed model 
may be regarded as a turbulence model of considerable ac
curacy, universality, and cost efficiency. 
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Three-Dimensional Unsteady Flow 
With Heat and iass Transfer Over 
a Continuous Stretching Surface 
A numerical solution of the unsteady boundary layer equations under similarity 
assumptions is obtained. The solution represents the three-dimensional unsteady 
fluid motion caused by the time-dependent stretching of aflat boundary. It has been 
shown that a self-similar solution exists when either the rate of stretching is decreas
ing with time or it is constant. Three different numerical techniques are applied and 
a comparison is made among them as well as with earlier results. Analysis is made 
for various situations like deceleration in stretching of the boundary, mass transfer 
at the surface, saddle and nodal point flows, and the effect of a magnetic field. Both 
the constant temperature and constant heat flux conditions at the wall have been 
studied. 

1 Introduction 

During many mechanical forming processes, such as extru
sion, melt-spinning, etc., the extruded material issues through 
a die. The ambient fluid condition is stagnant but a flow is in
duced close to the material being extruded, due to the moving 
surface. In regions away from the slit the flow may be con
sidered to be of boundary layer type, although this is not true 
just near the slit. Similar situations prevail during the 
manufacture of plastic and rubber sheets where it is often 
necessary to blow a gaseous medium through the not-yet-
solidified material, and where the stretching force may be 
varying with time. Another example that belongs to the above 
class of problems is the cooling of a large metallic plate in a 
bath, which may be an electrolyte. In this case the fluid flow is 
induced due to shrinking of the plate. Glass blowing, con
tinuous casting, and spinning of fibres also involve the flow 
due to a stretching surface. In all these cases, a study of the 
flow field and heat transfer can be of significant import since 
the quality of the final product depends to a large extent on 
the skin friction coefficient and the surface heat transfer rate. 
After a pioneering work by Sakiadis (1961a; 1961b) the flow 
field over a continuous stretching surface has drawn con
siderable attention and a good amount of literature has been 
generated on this problem (Griffin and Thome, 1967; Vleg-
gar, 1977; Gupta and Gupta, 1977; Abdelhafez, 1986). Most 
of these papers have presented analytic solutions by which on
ly simple cases are treated. Recently, Wang (1984) has 
presented an exact similarity solution for the steady three-
dimensional flow over the stretching flat surface. However, he 
has not considered the heat transfer aspect. Later, Dutta et al. 
(1985) analyzed the temperature field with a constant heat flux 
condition at the wall for steady two-dimensional flow using 
Crane's (1970) boundary layer solution. Practical situations 
cited above call for a complete analysis of the fluid dynamics 
that would be a three-dimensional time-dependent flow with 
heat and mass transfer at the boundary. It appears that an 
understanding of the effect of magnetic field on the 
temperature field is useful during the cooling process in the 
presence of an electrolytic bath, as mentioned earlier. A 
problem of this kind would involve considerable mathematical 
difficulties in numerically solving the governing equations, let 
alone obtaining a closed-form solution, as pointed out by 
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Wang (1984). The present paper aims at a comprehensive 
study of the problem, taking into consideration the various 
complexities of the process. 

Three different numerical techniques have been applied and 
a comparison is made among them and also with the results of 
Wang. The solutions show excellent agreement with each 
other and thus confidence in the results is established. Tran
sient behavior is studied in the form of time-dependent 
stretching of the boundary. It has been shown by asymptotic 
analysis that a similarity solution is admissible when either the 
rate of stretching is decreasing or it is constant with respect to 
time. Thus, four independent variables x, y, z, t are collapsed 
into a single independent similarity variable 77, and a two-point 
boundary value problem is formulated. It is found that the 
shooting method and quasilinearization are extremely sen
sitive to the initial guesses in cases of unlike stretching (c<0) 
and the solution does not converge for c< - 0 .25 . Hence the 
method of parametric differentiation is applied to these cases. 
The analysis is made over the complete range of stretching 
ratios (including negative values, which have not been con
sidered by previous workers). The effect of suction and blow
ing at the surface, and the effect of a magnetic field over the 
fluid, are included. Both the constant wall temperature (CWT) 
and constant heat flux (CHF) conditions at the surface are 
studied for a wide range of Prandtl numbers. 

It may be remarked in passing that the current results for 
the steady case (X = 0) can be regarded as the stretching 
counterparts of the exact stagnation point solutions of 
Howarth (1951), Davey (1961), and Libby (1967), and for the 
unsteady case (X>0) they are the stretching counterparts of 
the results of Teipel (1979). 

2 Description of the Problem 

We consider the laminar motion of a viscous, incompressi
ble, electrically conducting fluid caused by the stretching of an 
infinite flat surface in two lateral directions x and y (see Fig. 
1). The surface is assumed to be highly elastic and porous and 
is stretched by the action of uniform but increasing forces in 
the same or in opposite directions. The rate of stretching a and 
b in the two directions varies inversely as a linear function of 
time. 

The fluid is assumed to have constant properties. The fluid 
is at rest at infinity and the no-slip condition is imposed at the 
stretching surface, where suction or injection can be applied. 
The temperature of the quiescent fluid is kept constant. In the 
constant wall temperature (CWT) case the surface 

590/Vol. 110, AUGUST 1988 Transactions of the ASME 
Copyright © 1988 by ASME

  Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



777771 77//// 
h Lstretchina-^ h 

at 

b "-Stretching-^ b 
surface 

c > 0 c < 0 
Fig. 1 The coordinate system and forces applied 

temperature is kept uniform while in the constant heat flux 
(CHF) case the temperature gradient in the z direction at the 
surface is kept uniform. A magnetic field B is applied in the z 
direction. It is assumed that the magnetic Reynolds number is 
small. Hence, the induced magnetic field is small in com
parison to the applied field and is therefore neglected. 

3 Governing Equations and Problem Formulation 

With the usual boundary layer approximations the govern
ing equations for the situation described in the previous sec
tion are: 

continuity: ux + vy + wz = 0 (1) 

x momentum: u, + uux + vuy + wuz = vuzz — aB1u/p (2) 

ymomentum: v, + uvx + vvy + wvz = vvzz—oB2v/p (3) 

energy: T, + uTx + vTy + wTz = a.Tzz (4) 

The associated initial and boundary conditions are given by 

u(x,y,z,0) = uj, v(x,y,z,0) = Vj, 

w(x,y,z,0) = wit T(x,y,z,0)=Ti (5) 

u(x,y,0,t)=u„, v(x,y,0,t) = vw, w(x,y, 0, t) = ww (6) 

T(x,y,0, t) = Tw forCWT 

-kTz(x,y,0,t)=qw for CHF (7) 

u(x,y, oo, t) = v{x,y, oo, t) = w(x,y, oo, t) =0, 

7X*, .y ,co , / )=r . (8) 

We apply the following similarity transformations: 

(9) 

r,=z(a/v)i/2(l-\t*)~]/1, \t*<\, c = b/a, t 

u = ax(l-~\n-,f'(r1) 

v = ay(l-\t*)-is'(rl) 

w=-(av)W2(l-\t*)-W2(f+s) 

(T-Ta)/(Tw-Ta)=g(V) forCWT 

7 , - : r„ = (g ,y£ ) ( " /« ) 1 / 2 ( l -Ar ) 1 / 2 £( ' / ) forCHF 

B = B0(l-\n~W2, M=Hl/Rex, H2^ oB\x2/> 

Rex = ax2/p, Pr = v/a 

to equations (l)-(8) and find that equation (1) is satisifed iden
tically. Equations (2)-(4) reduce on substitution to 

/ ' " + (f+s)f" ~{f')2- Mf> - X (/ ' + / " V/2) = 0 

s'" + (f+s)s" -(s'f-Ms' -\(s' + s ' V 2 ) = 0 

g" +(f+s-n\/2)g'T>r = 0 forCWT 

g " + (f+ s - rfK/2)g' Pr + XgPr/2 = 0 for CHF 

(10) 

(11) 

(12a) 

(126) 

The conditions at the surface (-q = 0) and in the quiescent in
terior (rj—oo) reduce to 

*? = 0: f=fw,s = 0, / ' = 

g=l forCWT 

g'=-\ for CHF 

rj-oo; f'=s'=g = 0 

1, s' =c 

(13) 

(14) 

The factor fw represents the mass transfer at the surface 
with the following relationship: 

fw = -ww{\-\t*y/2/(avy (15) 

(/*„ < 0 for blowing fw will be a constant if wwoc(l -\t*)~ 
and/,„ > 0 for suction at the surface). 

The stretching ratio c can have values between - 1 and + 1. 
When c= 1, the problem is axisymmetric and when c = 0, we 
have a two-dimensional case, c takes negative values when the 
natures of the forces in the x and y axes are opposite to each 
other. In this situation (c<0) we have a saddle point flow 
while for c > 0 it is a nodal point flow. For c< - 1, the equa
tions are insoluble (Davey, 1961) while for c> + 1, we have to 
simply interchange the x and y axes. 

a, b 

B,B0 

c 
Cl, C2 

f,s,g 
F, S, G, H 

h 
Ha 

k 
M 

P 

Pr 
q 

Re 

= stretching rate in x and 
y directions 

= magnetic fields 
= stretching ratio 
= constants 
= similarity functions 
= asymptotic functions 
= heat transfer coefficient 
= magnetic Reynolds 

number 
= thermal conductivity 
= nondimensional 

magnetic force 
= parabolic cylinder 

function 
= Prandtl number 
= heat flux 
= Reynolds number based 

on distance x 

t 
t* 
T 

U, V, W 

x,y 

z 

a 

0 
V 

a 
^ 
P 
V 

X 

= time 
= nondimensional time 
= temperature 
= velocity components in 

x, y, and z directions 
= rectangular coordinates 

parallel to the surface 
= coordinate perpen

dicular to the surface 
= thermal diffusivity 
= constant 
= independent similarity 

coordinate 
= electrical conductivity 
= dynamic viscosity 
= fluid density 
= kinematic viscosity 
= parameter associated 

with unsteadiness 

nondimensional 
temperature 
shear stresses on x—y 
plane in x and y direc
tions, respectively 

Subscripts 

/ = 

w = 
x, y, z, t = 

oo = 

Superscripts 

' = 

initial conditions at 
t = 0 
wall condition 
differentiation with 
respect to x, y, z, and / 
conditions at the in
terior of the fluid 

denotes differentiation 
with respect to TJ 
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For t* = 0 (X = 0) equations (10)-(12) reduce to those of 
steady flow and for ^*>0 (X^O) it applies to unsteady flow. 
Therefore, X is a measure of unsteadiness, and X< 0 means the 
stretching rate decreases with time while for X>0 it increases 
with time. 

Expression for wall shear stresses: 

T»U=O)= -vax(\~\t*)-^{a/vynf"{0) (16) 

rzyU=0) = -fiayil-Xn-^a/py^s-iO) (17) 

Expression for heat transfer coefficient: 

h= -k(a/v)W2(\-Xt*)~W2g'(0) forCWT (18) 

Evidently, f"(0) and s"(0) are measures of wall shear 
stresses in the x and y directions, respectively. g'(0) represents 
the heat transfer coefficient for CWT and g(0) is wall 
temperature for CHF. 

3.1 Asymptotic Solution. In order to ascertain the ad
missible range of values for X we consider the asymptotic 
behavior of equations (10)-(12), i.e., the behavior of the equa
tions for large »j. Consequently, we set 

f=C1+F, s = C2 + S, g = G, /3 = C , + C 2 (19) 

where C, and C2 are constants and F, S, and G are small. Also 
from the boundary conditions (14), we get 

/ - C , , s - C 2 , F - 0 , S - 0 , G - O a s i j - o o (20) 

Substituting for / , s, and g in equations (10)-(12) and 
linearizing we get 

F'" + (/3 - \r)/2)F" - (M+ X)F' = 0 (21) 

5"" + ( (3-X)?/2)S"-(M+X)S '=0 (22) 

G"+Pr(/3-X»)/2)G'=0 for CWT (23) 

G " + Pr(j3 - XV2)G' + (XPr/2)G = 0 for CHF (24) 

Equations (21) and (22) are identical and equation (24) is 
also similar to (21) or (22). Hence we consider equations (21) 
and (23). Applying the transformation 

F'=exp[-((37)-Xr)2 /4)/2]i/ (25) 

to equation (21), we get 

H" - [(3X/4 + M) + ((3-Xrj/2)2/4]//=0 (26a) 

# ( ° o ) - 0 (26b) 

Equation (26a) is a Weber-type equation whose solution for 
large -q satisfying the boundary condition (26b) can be ex
pressed in terms of parabolic cylinder functions as (Whittaker 
and Watson, 1965) 

W=exp[-(/3-Xij/2)2 /4](^-XV2)-(3 / 4 ? '+ M + 1 / 2 'P1 (v) (27) 

From equations (25) and (27) we get 

F' = exp(- [/32 + /3(2- X)T; - X ( 2 - X)r,2/4]/4) 

((3-Xr)/2)-(3/4X+M+1/2)p,(^) (28) 

where 

P1(i?) = l - 2 - ' ( 3 / 4 X + M+l/2)(3/4X + M+3/2 ) 

(,3-XT)/2)-2 + 0(/3-Xr;/2)-4+ . . . (29) 

The asymptotic solution of equation (22) is also given by 
equation (28). The asymptotic solution of equation (24) is 
similar to that of (21) or (22) and can be represented by 

G = exp( - [(32Pr2 + /3Pr(2 - XPr)»j - XPr(2 - XPr)r)2/4]/4]) 

• [Pr(i3 - Xr?/2)]<3/4XPr- 1/2»P2(/x) (30) 
where 

P2 (ij) = 1 - 2 - ' (3/4XPr - 1 /2)(3/4XPr - 3/2) 

.[Pr(|3-X7)/2)]-2+0[Pr(/3-Xr)/2)]-4
 ( 3 1 ) 

Also, the asymptotic solution of equation (23) is given by 

I oo 

exp [-Pr(/3?)-XTr74)]fify (32) 

where Al is a constant. It is evident from equations (28), (30), 
and (32) that exponential decay is possible if and only if X<0 
(i.e., steady case and decelerating case). For the accelerating 
case (X>0), F, S, and G diverge. Therefore, similarity solu
tions are not possible for X>0. Consequently, we have con
sidered only the cases when X<0. Results similar to these 
above have been obtained by Watson and Wang (1979) for the 
rotating disk problem. 

4 Method of Solution 

Equations (10)-(12) together with boundary conditions 
(13)-(14) form a nonlinear two-point boundary value 
problem, which has been solved by three different numerical 
methods. In this section we briefly describe these methods, 
although a complete description may be obtained from the 
references. 

4.1 Shooting Method (Nachtsheim, 1965): The three miss
ing initial slopes / " (0) , s"(0), and g'(0) were assumed ar
bitrarily and the integration was carried out from the wall to 
the interior (r;^ ~ 10 typically) using an Adams-Moulton 
predictor-corrector algorithm. These missing slopes were 
given a correction before the next iteration based on the 
Newton method using a least-square error criterion of 10"6 

with respect to the outer ambient fluid conditions.The itera
tions were stopped when these corrections themselves were less 
than 10~6. A uniform step size of Aij = 0.0' was found to be 
optimum and a typical case took 25.5 s on a DEC 1090 system. 

4.2 Quasilinearization (Radbill, 1964): The nonlinear equa
tions (10)-(12) were expanded in Taylor series about a current 
iterative solution and terms with second order and higher 
derivatives were omitted, resulting in equations linear with 
respect to the next iterative solution. The well-known initial 
value method (Radbill and McCue, 1970) of splitting the solu
tions into complementary and particular solutions posed dif
ficulties in matrix inversion for large values of ij since all con
ditions defined there go to zero. Therefore the finite difference 
method was applied taking a uniform mesh size of AT/= 0.01. 
Starting from arbitrary initial profiles, the solutions rapidly 
converged for the CWT case (about 20 iterations, 3.5 s) while 
for the CHF case convergence was very slow (about 1.5 to 2.0 
min). However, a proper !?„ must be selected to satisfy the 
asymptotic conditions as i? — oo. 

4.3 Parameter Differentiation (Na, 1979): Equations 
(10)-(14) were differentiated with respect to the parameter c 
and the resulting linear boundary value problem was solved 
iteratively by finite differencing. The solutions of these equa
tions give the rate of change of the functions/, s, g, etc., with 
respect to c at every t] (i.e., df/dc, ds/dc, etc.). Thus, starting 
from a correct initial solution at c = 0 (which could be ob
tained from quasilinearization) the solutions were marched in 
the c direction taking a step size of Ac as follows: 

M U AC =Av) I + Ac (df/dc(v) \c), etc. (33) 

Repeating this procedure, solutions can be obtained for the 
complete range of c at every step finding df/dc, ds/dc, dg/dc, 
etc. In the present case, a step size of Ac = 0.001 and Aij = 0.01 
was found suitable but the computational time required to 
march from c = 0 t o c = - 1 was found to be large (35 min). It 
may be noted that by treating X as a parameter instead of c we 
can study the transient behavior of the system. 
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Table 1 Comparison 
Ai) = 0.01) 

c 

0.00 

0.25 

0.50 

0.75 

1.00 

f"(0) 

s"(0) 

g'(0) 

f"(0) 

s"(0) 

g'(0) 

f"(0) 

s"(0) 

g'(0) 

f"(0) 

s"(0) 

g'(0) 

f"(0) 

s"(0) 

g'(0) 

Wang 

(1984) 

-1.000000 

0.000000 

-

-1.048813 

-0.194564 

-

-1.093097 

-0.465205 

-

-1.134485 

-0.794622 

-

-1.173720 

-1.173720 

-

of various 

Shooting 

method 

-1.0000000 

-0.0000000 

-0.4544600 

-1.0488130 

-0.1945640 

-0.5210561 

-1.0930960 

-0.4652053 

-0.5757608 

-1.1344860 

-0.7946185 

-0.6237759 

-1.1737230 

-1.1737230 

-0.6674502 

results (Pr = 0.7, fw = M = X = 0, 

Present 

Quasilinear-

ization 

-0.9999742 

0.0000000 

-0.4544605 

-1.0488033 

-0.1945756 

-0.5211126 

-1.0931049 

-0.4652213 

-0.5758181 

-1.1344954 

-0.7946398 

-0.6238348 

-1.1737406 

-1.1737406 

-0.6673411 

Parametric 

Differentiation 

(c =0, Ac=0.001) 

-1.0487991 

-0.1944022 

-0.5211050 

-1.0930968 

-0.4649367 

-0.5758263 

-1.1345014 

-0.7942636 

-0.6238532 

-1.1737505 

-1.1732877 

-0.6673682 

1.00 

0.75 

0.25 

-0 .25 

-0.50 

-0.75 

-1.00. 

fi x 1.0 X = 1^-0.5 
_ s , a 0.5 M-,-,.5 

- a ° - ° 5 Pr=0.7 
B -1.0 

2 k 
1 

Fig. 3 Effect of stretching ratio on velocity and temperature profiles 
{fw = \= -0 .5 , M = 1.5, Pr = 0.7) 

12 1 1 

- Present 

Dutta et al 
(1985) 

10 

Fig. 2 Dimensionless wal l temperature variat ion wi th Pr 
(c = / „ = X = M = 0) 

5 Results and Discussion 

A comparison is made among the three different methods as 
well as with the results of Wang (1984) (see Table 1) and of 
Dutta et al. (1985) (see Fig 2). The wall shear stresses, heat 
transfer coefficient, and wall temperature show very close 
agreement. Consequently, the effect of various parameters on 
the solutions was studied. 

5.1 Effect of Stretching Ratio c. Heretofore only the 
positive values (0 to 1) have been considered by the previous 
workers, and in this range solutions were obtained without 
any problem by both the shooting method and quasilineariza-
tion. However, in many instances the two lateral forces acting 
on the sheet are of opposite kind, as for example when a 
polymer sheet issues from a die there is contraction in lateral 

direction while a tensile force acts in longitudinal direction. In 
an attempt to understand the flow pattern in such a case, 
negative values for the stretching ratio were given. It was 
found that both the shooting method and quasilinearization 
were extremely sensitive to the initial guesses for c< 0, and for 
c< -0 .25 convergence could not be obtained. Therefore for 
such cases the parametric differentiation was applied. Since 
this is not a self-starting method, initial solutions at co = 0 
were obtained from quasilinearization. To validate the com
puter program, initially solutions were marched for c > 0 and 
the results agreed very well with those obtained by other 
methods (see Table 1). A step size of Ac = 0.001 was required 
to obtain the initial slopes accurate up to the first four decimal 
places. Thus confidence in the results for c< 0 was established. 

It may be remarked here that the difficulties experienced 
with negative values of c are not surprising. Davey (1961) has 
shown that, in the case of a three-dimensional incompressible 
flow at a stagnation point, the boundary layer equations admit 
nonunique solutions when - 1 < c < 0 . He has also found that 
part of the boundary layer begins to show a reversal of flow at 
c = — 0.4294 for that problem. Indeed, as c is increased further 
in the negative direction, the tendency for the flow reversal in
creases due to the highly adverse pressure gradient, and there 
is an increased inflow in the y direction. Further research in 
this direction by Libby (1967) has asserted the nonunique 
nature of the solutions for — K c < 0 in the case of a com
pressible boundary layer. In the current problem, perhaps the 
solutions for - l < c < - 0 . 2 5 latch onto a singular solution 
when the shooting method and quasilinearization are applied. 
This probably is the reason that the solutions for c< -0 .25 do 
not converge when either the shooting method or 
quasilinearization is used. Since the method of parametric dif
ferentiation is essentially a continuation process, the solutions 
are marched in the direction of a particular branch and a con
verged solution can be obtained. 

Figure 3 shows some representative velocity and 
temperature profiles for different stretching ratios. Also, it 
can be seen from Figs. 4 and 5 that increasing c on the positive 
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Table 2 Comparison of the techniques for unsteady flow (c = fw = 0.5, 
Pr = 0.7, Ai, = 0.01) 

Quasilinearization Parametric differentiation 

(AX - 0.025) 

M = 0 M = 1.0 M = 0 

f"(0) -1.3791017 

0.00 s"(0) -0.6175051 

g'(0) -0.8039143 

f"(0) -1.3119016 

-0.25 s"(0) -0.5808346 

g'(0) -0.8702118 

f"(0) -1.2445297 

-0.50 s"(0) -0.5440580 

g'(0) -0.9262852 

f"(0) -1.1769641 

-0.75 s"(0) -0.5071910 

g'(0) -0.9761054 

f"(0) -1.1092514 

-1.00 s"(0) -0.4702408 

g'(0) -1.0215186 

-1.7529570 

-0.8224046 

-0.7535454 

-1.6973704 -1.3119180 -1.6973995 

-0.7929573 -0.5808372 -0.7929761 

-0.8274119 -0.8708332 -0.8282535 

-1.6411696 -1.2445405 -1.6412273 

-0.7631492 -0.5440649 -0.7631876 

-0.8878101 -0.9271618 -0.8889399 

-1.5844207 -1.1769913 -1.5845049 

-0.7330250 -0.5072011 -0.7330760 

-0.9406090 -0.9771165 -0.9418685 

-1.5271802 -1.1092886 -1.5272886 

-0.7026060 -0.4702548 -0.7026711 

-0.9882737 -1.0226082 -0.9895902 

_ -1.0-

-2.0 

Fig. 4 Effect of mass transfer on initial slopes at different stretching 
ratios (X= -0 .5 , Pr = 0.7, IW = 0) 

side increases /"(0) and g'(0) while increasing c on the 
negative side has the opposite effect. However, s"(0) increases 
when c is increased in either direction from zero. 

5.2 Effect of Unsteadiness Parameter. Since most of the 
practical situations involve nonuniform stretching with respect 
to time, transient behavior of the system is interesting and im
portant. It has been shown in section 3.0 how a constant 
parameter X may be introduced as a measure of unsteadiness 
in the stretching action and also that only for \ < 0 is self-
similarity exhibited. Table 2 compares the results between two 
methods for different X. It is evident from Fig. 6 that the wall 
shear stresses decrease with increase on X on the negative side 
but the heat transfer coefficient increases. Figure 7 shows 
velocity and temperature profiles for different X. We find that 
the temperature profile is affected to a greater extent com
pared to velocity profiles by variation of X. 

Fig. 5 Effect of magnetic force on initial slopes i 
ratios {tw = 0, X = - 0.5, Pr = 0.7) 

-0.8 

-<n 1.2 

- 1 . 6 -

-2.0 

Fig. 6 Effect of mass transfer on initial slopes at different \ (c = 0 5 
Pr = 0.7, M = 1.0) 

-«T"-5 

- vs\ 

\N 
V) \ 

I 

^ / v 

i 

-X--1.0 

^7~05 

•C^^r^\ 

— 0 

I I -
c = 0.5 
V 0 5 
Pr=07 
M=1.0 

- = : . ' 
a _ 

Fig.7 Effect of unsteadiness on velocity and temperature profiles 
= 0.5, Pr = 0.7, M = 1.0) 

5.3 Effect of Magnetic Field Mand Mass Transfer f„. In 
general, suction (f„ >0) and a magnetic field (M>0) show the 
same effect on the wall shear stresses (see Figs. 4 and 5). Suc
tion and magnetic field both increase s"(0). Suction increases 
/"(0) and g'(0) while magnetic force increases /"(0) but 
decreases g'(0). It was found that more suction and magnetic 
field are needed to obtain the converged solutions at a greater 
negative c. Injection (fw<0) reduces the wall shear stresses 
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(c = 0.5, X= -0 .5 , Pr = 0.7, M = 1.0) 

Fig. 9 Effect of Prandtl number on temperature profiles (c = 0.5, 
X = /w = -0 .5 , M = 1.0) 

O.Sl 1 1 1 J 
-100 - 0 7 5 -0.50 - 0 2 5 0 

X 

Fig. 10 Effect of X and M on the wall temperature(c = 0.5, f„= -0.5) 

and heat transfer (see Fig 6). Velocity and temperature profiles 
for different f„ are shown in Fig. 8. It was found that the in
crease in M has a smaller efffect on temperature distribution, 
although it reduces the viscous boundary layer thickness. 

5.4 Effect of CWT and CHF Conditions. Figure 9 shows 
the temperature distribution obtained for different Prandtl 
numbers. Temperature at any point in the flow field is found 
to be smaller for the CHF case as compared to the CWT case. 
Wall temperature (for CHF) decreases rapidly with increasing 
Prandtl number up to about P r = 1.5 to 2, and then remains 
more or less constant. Similar behavior has been reported by 
Dutta et al. (1985) for \ = M=c = Q. It can be seen from Fig. 
10 that decreasing the magnetic field or increasing the Prandtl 
number has a cooling effect on the surface. 

6 Conclusions 

Both physically and numerically the flow induced by a two-
dimensionally stretching membrane behaves differently for 
positive and negative values of the stretching ratio, and for the 
latter case the usual numerical techniques do not work and 
parametric differentiation has to be applied. Similarity solu
tions can be obtained if the stretching force decreases linearly 
or remains constant with respect to time. Both suction and 
magnetic field are found to be important in obtaining a con
vergent solution in the saddle point region. Magnetic force 
and the unsteadiness factor exhibit a direct influence on the 
wall temperature when a constant heat flux is applied at the 
surface. 
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Buoyancy Effects on Forced 
Convection Heat Transfer in the 
Transition Regime of a Horizontal 
Boundary Layer Heated From 
Below 
Convective instability and buoyancy effects on forced convection heat transfer in 
horizontal boundary layers heated from below by a constant temperature plate are 
studied experimentally for flow regimes with Rex-2.5xl04~2.2xl06 and 
Grx=2xlOs~1.5xl0'2. Heat transfer results obtained by heat flux gages and 
temperature measurements are studied using convective instability parameters, 
Grx/Rex

5 for laminar flow and Grx/Re^-y for turbulent flow, with emphasis onflow 
in the transition regime. Buoyancy effects on heat transfer are also studied by com
parison with predictions from the Pohlhausen solution and the von Karman 
analogy. Convective instability data, velocity and temperature profiles, and flow 
visualization photographs (obtained by the hydrogen bubble method) and the wall 
temperature field [obtained by liquid crystal visualization) are presented. Flow 
visualization photographs reveal the spanwise periodic vortical motion, and the fluc
tuating velocity and temperature fields near the wall. 

1 Introduction 
In recent years the problem of buoyancy effects on forced 

convection heat transfer in a horizontal boundary layer heated 
from below has received much attention in the engineering 
heat transfer literature. Sparrow and Minkowycz (1962) and 
Mori (1961) approached the laminar mixed convection in a 
horizontal boundary layer over an isothermal plate by using a 
two-dimensional formulation and considering only the ac
celeration effect along the plate due to density change. In 
reality the vortex rolls appear even with a relatively small 
temperature difference between the plate and free stream and 
a convective instability problem arises similar to the cen
trifugal instability problem for Gortler vortices in the bound
ary layer along a concave wall. 

Because of practical interest, linear stability analysis for the 
thermal instability of Blasius flow along a constant 
temperature horizontal plate has been carried out by several 
investigators (Wu and Cheng, 1976; Moutsoglou et al., 1981; 
Takimoto et al., 1978; Chen and Chen, 1984; Yoo et al., 1987) 
and the existing theoretical vortex instability results are well 
summarized in Table 4 of Yoo et al. (1987). The related ex
perimental investigations were reported by Gilpin et al. (1978), 
Imura et al. (1978), Takimoto et al. (1983), Wang (1982), and 
Wang et al. (1983) dealing also with heat transfer in the 
postcritical regime. 

The effects of buoyancy forces on forced convection along a 
horizontal constant temperature plate in the transition and 
turbulent flow regimes are also of considerable practical in
terest and have been studied experimentally by Hayashi et al. 
(1977), Imura et al. (1978), and Wang et al. (1983). Ali et al. 
(1983) reported a theoretical study on mixed convection in tur
bulent boundary layer flow over a horizontal plate using an 
extended version of the Van Driest mixing length model. 

Current address: Department of Mechanical Engineering, University of 
Tokyo, Tokyo, Japan. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 18, 
1986. Keywords: Flow Instability, Flow Transition, Mixed Convection. 

Numerical results are presented for Prandtl number Pr = 0.7 
for the buoyancy force parameter in the range 
Grx/ReJ/2 = 0 ~ 1000 for assisting flow with local Reynolds 
numbers Rex<107 and local Grashof numbers Grx<1015. 
Kasagi and Hirata (1976) presented experimental investiga
tions of the buoyancy effects on the structure of the turbulent 
boundary layer on a horizontal flat plate heated from below 
with particular emphasis on bursting phenomena. 

The effects of buoyancy forces on turbulent structure and 
heat flux in a horizontal turbulent boundary layer were 
studied by Deissler (1962), Townsend (1972), Nicholl (1970), 
and Arya (1978) for geophysical applications, but these studies 
were not specifically concerned with heat transfer at the wall 
for engineering applications. Seban and Doughty (1956) 
presented experimental Nusselt number results in the transi
tion and turbulent flow regimes without buoyancy effects. 

Since the discovery of coherent flow structures in the tur
bulent boundary layer near the wall by Kline and co-workers 
(1959, 1967, 1971, 1974) using flow visualization techniques, 
many investigations regarding turbulence struction have been 
reported in recent years. Currently it is known that in the tran
sition (buffer) layer between the viscous layer near the wall 
and the outer turbulent layer, relatively regular velocity fluc
tuations exist, and rising and falling flows caused by spanwise 
periodic vortical motion are observed near the wall. It is to be 
expected that buoyancy forces will have considerable effect on 
the flow structure and the heat transfer mechanism in the 
viscous layer with its large velocity gradient and in the transi
tion layer. 

Recently, Kasagi and co-workers (1982, 1985, 1986a, 1986b, 
1987) studied experimentally heat transport mechanisms in a 
turbulent boundary layer using the hydrogen-bubble tech
nique for coherent flow structure near the flat wall and liquid 
crystal sheet for unsteady wall temperature field visualization. 
They subsequently developed a structural model for stream-
wise pseudovortical structure in the near-wall region of a wall-
bounded shear flow and carried out numerical investigations 
on turbulent heat transport mechanisms near the wall. The 
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production and the diffusion of temperature fluctuations 
associated with the coherent turbulence structure are found to 
be in good agreement with the experiment. 

Kuroda et al. (1987) carried out a numerical investigation of 
turbulent thermal fields, by coupling the energy equation for 
turbulent flow using the unsteady streamwise pseudovortical 
motion model with the unsteady heat conduction in the solid 
wall, and reported that the calculated rms temperature fluc
tuations in the near-wall region and those on the wall agree 
with experimental results for water for the two thermal bound
ary conditions of constant wall temperature and uniform wall 
heat flux. They show that the near-wall behavior of the 
temperature fluctuations, the turbulent heat flux, and the tur
bulent Prandtl number are influenced by the wall material and 
its thickness. It is of interest to observe that even with the im
position of a constant wall temperature on one side of a flat 
plate, wall temperature fluctuations exist on the other surface 
in response to the streamwise vortical motion near the wall. 

The purpose of this paper is to study experimentally the ef
fects of buoyancy forces of the flow and heat transfer 
characteristics of horizontal boundary layer flows over a con
stant temperature horizontal flat plate in the transition and 
turbulent flow regimes, and to present some flow visualization 
photographs obtained by the hydrogen-bubble method and a 
liquid crystal sheet attached to the plate surface. It is noted 
that experimental investigations on the buoyancy effects on 
turbulent heat transport near the wall reported in the literature 
are rather limited. This work was motivated by a desire to ex
tend the earlier experimental investigations (Gilpin et al. 1978; 
Imura et al., 1978) for convective instability and postcritical 
heat transfer in the transition and turbulent flow regimes to 
the cases with larger Reynolds and Grashof numbers by ex
tending a heating plate length from 1.52 m to 4.27 m. It is 
noted that the experimental measurements of the statistical 
quantities of thermal field in the region near the wall are ex
tremely difficult. In this study, two wall heat flux gages were 
employed to determine the local average heat transfer coeffi
cients in addition to the determination of local heat transfer 
coefficient by temperature profile measurements near the 
wall. 

2 Experimental Apparatus and Procedure 

2.1 Water Tunnel. The experiments were carried out in an 
existing closed-loop water tunnel (see Gilpin et al., 1978, for a 

-Reservoir Tank for 
Controlling Liquid 
Pressure 

nsulated Water Bath 

Fig. 1 Schematic diagram of the constant temperature plate with 
heating arrangement 

schematic diagram and other general details). The circulating 
water can be cooled to any temperature between room 
temperature and about 0.2°C by a heat exchanger connected 
to a refrigeration system. The test section has dimensions of 
45.7 x 25.4 X 427 cm (width, height, length). The test section is 
preceded by a converging section having a contraction ratio of 
5 to 1. The test section has side walls made of acrylic resin 
plates for the flow visualization. The steady water velocity in 
the test section can be controlled between 0.08 and 5 m/s. 

2.2 Constant Temperature Heating Plate Assembly. The 
isothermal heating plates and the associated equipment are 
shown in Fig. 1. The test surface measuring 45.7x427 cm 
(width, length) was provided by two brass plates (thickness 
6.35 mm), which were installed as the bottom surface of the 
test section. Each heating plate (213.5 cm in length) was 
designed to provide an isothermal surface for the horizontal 
boundary layer flow. The plate can be heated from the bottom 
surface by circulating hot water parallel to main flow at high 
speed through the heating channel with cross section 
0.63x45.7 cm from a controllable, constant temperature 
bath. The isothermal plate can be simulated by providing a 
large Biot number flow between the heating fluid and the 
plate. 

The heating fluid temperature was measured by ther-

Nomenclature 

Cf = 

cn = 

Or, = 

g = 

H = 

K = 

local friction coef
ficient = Tw/(p«i>/2) 
specific heat at con
stant pressure 
Grashof 
number = gfi(AT)x3/v2 

gravitational 
acceleration 
boundary layer shape 
factor = 8*/6 = 
displacement/mo
mentum thickness 
local heat transfer 
coefficient = q„/AT 
= -K(dT/dy)y^Q/AT 
ReJ-8 Pr / I l+BRe- 0 - 1 

(P r -1 ) ] , where B is 
defined in equation (1) 
thermal conductivity 

T T 
1 > J IV 

^u* 

Pr 
Qw 

Rex 

St 

Tm 

Tf 

T+ 

AT 

u„ 

= local Nusselt 
number = hxx/k 

= Prandtl number 
= wall heat flux 
= local Reynolds 

number = u^x/v 
= Stanton 

number = hx/pfCpua 

= fluid, wall, and free-
stream temperatures 

= film temperature 
= {Tw + Ta)/2 

= dimensionless 
temperature 
= {Tvl-T)u*pCp/qv> 

= temperature 
difference = (TW-T<X) 

= fluid and free-stream 
velocities 

u + 

u* 

x,y 

y+ 

is 

6,6, 

V 

Pf 

T„ 

= dimensionless 
velocity -u/u* 

= friction 
velocity = (r>v/p)1/2 

= distance from leading 
edge and normal 
distance from plate 
surface 

= dimensionless distance 
from wall 
=y/(v/(Tw/Py/2) 

= coefficient of thermal 
expansion 

= velocity and 
temperature boundary 
layer thicknesses 

= kinematic viscosity 
= density evaluated at 

film temperature Tj-
= wall shear stress 
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mocouples T. C. 1 to 5 (see Fig. 1) with an uncertainty of 
±1.3 percent. The plate temperature was maintained in the 
range r,v = 19.1 ~24.1°C with T2^T4. Throughout the ex
periments, the temperatures T3 and T5 were found to be 
around 4.4 percent lower than T2. The plate surface 
temperatures at distances 20, 50, 70, 100, 150, and 200 cm 
from the leading edge were confirmed to be within 2.6 percent 
in the span wise direction and 1.5 percent in the main flow 
direction of the wall temperature by measuring the plate con
tact temperature and extrapolation from the fluid temperature 
near plate using a 50 pm C-C thermocouple at three locations 
in the span wise direction. The plate temperature measurement 
has an accuracy of 0.1 °C. The leading edge of the isothermal 
plate was located right at the exit of the converging section of 
the tunnel. To avoid flow separation at the leading edge and to 
maintain flow parallel to the plate, a pump was used to suck a 
small amount of water through a slit near the leading and rein
ject it farther downstream. 

2.3 Heat Flux Gage. For the purpose of obtaining heat 
transfer coefficients at the plate surface, two heat flux gages 
wer installed at distances from the leading edge of 1.98 m and 
4.17 m, along the centerline. The heat flux gages were installed 
flush with the brass plate as shown in Fig. 2. These gages have 
an effective surface area of 38.4 cm2 with 5.12 cm length in the 
flow direction. The size of the heat flux gage was determined 
considering ease of fabrication and calibration. The final 
design represents a compromise. The heat transfer coefficient 
obtained represents the local average over the length 5.12 cm. 
An insulated copper foil heater (MINCO 340 Q) was attached 
on the top of an acrylic resin plate (adiabatic flat plate with 3 
mm thickness), which was in turn fixed in a shallow groove 
with silicon cement in the heating plate. A thermopile (10 
junctions) using copper-constantan thermocouple wires hav
ing diameters of 100 ^m was installed between the upper and 
lower surfaces of the acrylic resin plate. Copper-constantan 
thermocouples (TC 8 to 10, 70 /jm dia) were installed at the 
foil heater surface and at two locations on the brass plate to 
measure the wall temperature near the heat flux gage. 

The downward heat loss from the heat flux gage was 
estimated from the output of the calibrated thermopile. The 
lateral heat loss was considered to be small and was neglected. 
The wall heat flux based on the effective gage surface area was 
computed from the power input to the foil heater. The direct 
current heating of the foil heater can be adjusted until the 
readings from thermocouples TC 8 to 10 are equalized. The 
wall heat flux thus obtained represents the average wall heat 
flux over the effective surface area of the heat flux meter. The 
uncertainty of heat flux measurement is estimated to be ±3.6 
percent. The radiation loss from the heat flux meter surface is 
negligible. The range of uncertainty for the local heat transfer 
coefficient hx is 4 .8-3 .7 percent for A r = 4 ~ 1 2 ° C . The ac
curacy of the wall heat flux gage was also confirmed by a good 
agreement (within 3 .5 -5 percent, see Fig. 10) between the 
heat transfer coefficients from measurements and the predic
tions from the von Karman analogy for forced convection in 
turbulent boundary layer flow along a flat plate with small 
temperature differences between the plate wall and the free 
steam. Within the experimental uncertainty, the heat flux gage 
is considered to provide a reasonable local heat transfer 
coefficient. 

2.4 Temperature and Velocity Measurments. The 
temperature of the heating liquid was measured near the suc
tion pipe of the pump in the constant temperature bath and at 
the inlets and outlets of the heating channel by copper-
constantan thermocouples TC 1 to 5. The surface temperature 
of the heating plate was estimated from the outputs of the two 
70 pm C-C thermocouples embedded on the heating plate near 
the heat flux gage, TC 9 and 10. The temperature in the free 
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Silicon Seal ' ' \ / <*100„m C-C) / T.C.10 

w////mmz. 
7X77. 

7, Silicone <a> ^3 mm 
Cement Circulating Hot Liquid Acrylic 

Plate 
75 mm 

r^MJpiafel 

Fig. 2 Heat flux gage in the test plate and locations of thermocouples 
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Fig. 3 Schematic diagram of the hydrogen-bubble method 

stream was measured 10 cm upstream from the leading edge 
and also 10 cm downstream from the end of the second 
heating plate by C-C thermocouples TC 6 and 7, respectively. 

In order to measure the temperature profile across the 
boundary layer, a 70 fim C-C thermocouple junction was 
formed at the center of a U probe with 9 cm span. The junc
tion of the 70 fim thermocouple was made by butt welding the 
copper and constantan wires together, thus providing a very 
small junction volume. The span of the U probe was provided 
by a 50 /an supporting wire transverse to the main flow. The 
supporting frame of the U probe was made from 1.5 mm dia 
stainless steel wire. The thermocouple was positioned using a 
traversing mechanism with an accuracy of 1/50 mm. The heat 
transfer coefficient at the isothermal plate was also estimated 
from the temperature profile measurements near the wall in 
the boundary layer for axial positions different from the two 
heat flux meters. The heat transfer coefficient determined 
from the temperature gradient agreed with the value from the 
first heat flux meter within 3 percent for Rex = 2.6x 105 and 
T = 7.1°C, for example. 

The free-stream velocity was measured using a Pitot tube 
with a 3 mm outside diameter. The measurement of the veloci
ty profile in the boundary layer was accomplished by using an 
impact tube with 0.7x4.5 mm opening area. The static 
pressure was obtained from a Pitot tube mounted in the free 
stream. The differential pressure thus obtained was measured 
by a manometer using carbon tetrachloride liquid with a small 
amount of Sudan III added to provide a red color. The coeffi
cient of the impact tube was determined from the average 
value of several calibrations. It was found unnecessary to 
make a correction for viscosity effect. 

2.5 Flow Visualization Techniques. The hydrogen bubble 
method was used to visualize the flow in the near-wall region 
of the turbulent boundary layer. A schematic diagram of the 
experimental setup is shown in Fig. 3. In order to obtain a 
cross-sectional view of the flow structure, an inclined mirror 
was set at an angle of 45 deg from the heating plate, 1.2 m 
downstream from the bubble-generating tungsten wire (50 /nm 
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Fig. 4 Development of velocity and temperature boundary layers
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capsules 5- 20 !-tm in diameter. These capsules are pasted and
fixed uniformly on a black polyester film with 100 !-tm
thickness. The liquid crystal sheet (total thickness:::: 180 !-tm)
was attached flush on the heating plate surface. The wall
temperature fluctuations can be visualized as a color change of
liquid crystal.
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Fig. 5 Velocity profiles for the basic flow

,
x 3 Experimental Results and Discussion

dia and 40 cm length). This position was slightly upstream of a
slit light source. The bubbles were generated continuously by a
doc power supply (Kasagi and Hirata, 1976).

A temperature-sensitive liquid crystal sheet was utilized to
visualize the temperature patterns at the heat transfer surface
(Kasagi, 1980; Hirata and Kasagi, 1979). The liquid crystal
film displays a color change from red to dark blue over a
temperature range of 5°C. The liquid crystal is enclosed in

0.8 , ,

y I 0\

Fig. 6 Temperature profiles for the basic flow

3.1 Basic Flow and Temperature Fields. The experiments
were performed under open-channel flow conditions in the
test section. Measurements of the velocity profile above the
plate showed that the free-stream velocity was uniform (devia
tions from the mean value were within 0.6 percent). Due to the
development of boundary layers along the walls of the test sec
tion, the free stream accelerates slightly (about 3.6 percent)
near the end of the test section. The measured free-stream tur
bulence level was 0.8 - 1.4 percent (rms velocity fluctuations).
The effect of free-stream turbulence remains to be studied.

The measured velocity boundary layer development along
the horizontal flat plate for the case of isothermal flow
(LlT= 0), with a free-stream velocity U oo = 0.148 mis, is shown
in Fig. 4. Data points for temperature boundary layer are also
plotted on the figure for reference. The velocity boundary
layer thickness agrees with the values predicted from laminar
boundary layer theory in the region O<x< 1.0 m. The bound
ary layer thickness increased rapidly thereafter and the region
1.0<x<2.0 m (corresponding to Reynolds numbers
1.48 X 105 - 3 X 105) may be regarded as a transition region.
The boundary layer thickness in the turbulent region (x> 2.0
m) agrees approximately with predictions (Schlichting, 1960).

Measured velocity profiles for isothermal flow, with
U oo =0.148 mis, are shown in Fig. 5 for several values of x. It
is seen that the velocity profile at x = 0.5 m agrees well with the
Blasius profile and the profile at x= 4.0 m agrees with the
1I7th power law for a fully developed turbulent flow. Figure 5
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Table 1 Experimental conditions for flow visualization 

x, m y, mm y + Rev Gr, Gr,/Rel5 

(a) 
(b) 
(c) 
(«0 
( e -1 ) 
( e -2 ) 

0.5 
1.8 
3.5 
3.5 
0.5 
0.5 

10 
10 
10 
2.9 

68.8 
17.2 

6.17X104 

2.2X105 

4.36 x10s 

4.36 X105 

6.24 X104 

6.24 X104 

1.74X109 

8.12X1010 

5.97x10" 
6.0X1011 

6.1x10" 
7.84x10" 

1.14X102 

7.87 xlO2 

2.07 X103 

2.08 xlO3 

2.6 XlO3 

5.03 xlO4 

clearly shows the changing velocity profiles in the transition 
region. 

The measured temperature profiles at x= 0.5 m (u„ = 0.148 
m/s, Rex = 7.29 x 104) are shown in Fig. 6 for several values of 
AT. The theoretical profile for Pr = 7.1, from Pohlhausen 
(1921), is also plotted on the figure. It is seen that the 
Pohlhausen temperature profile for steady laminar flow is 
confirmed by the measurements at AT=2.3 and 4.2°C. The 
fluid property values were evaluated at the film temperature 
Tf. For the present investigation, this level of agreement be
tween theory and experiment is considered to be adequate. 

3.2 Flow Visualization. The flow visualization results are 
shown in Fig. l{a-d) for the hydrogen bubble method and in 
Fig. 7(e) for the liquid-crystal visualization of the wall 
temperature patterns. The experimental conditions are sum
marized in Table 1. 

An examination of the cross-sectional view, Fig. 1(a), 
reveals that an array of more or less regularly spaced 
longitudinal vortices exists. The bubble tracer is being lifted 
off the plate by upflow between vortex rolls. During the ex
periment, it was observed from the top that the upflows of 
tracer hydrogen bubbles appear as parallel lines in the direc
tion of main flow. With increasing temperature difference AT, 
these lines oscillate somewhat irregularly in the spanwise direc
tion and become unsteady. 

With further development of the boundary layer, the 
longitudinal vortices distort more in a complicated manner as 
shown in Fig. l(b, c). The flow pattern shown in Fig. 1(d) is in 
the fully developed turbulent regime. In the viscous sublayer, 
the upward motion of the low-speed fluid and the downward 
motion of the high-momentum fluid can be visualized clearly. 
Some regularity of the secondary motion is still observed in 
the spanwise direction suggesting the existence of the 
longitudinal vortices. 

The relationship between the longitudinal vortices and the 
heat transfer mechanism can be seen qualitatively from the in
stantaneous liquid crystal visualization of the wall 
temperature field as shown in Fig. 1(e). Color photographs 
were taken originally but black and white prints are presented 
here. The black zone in Fig. 1(e) indicates a lower temperature 
region with a higher heat transfer rate. The somewhat lighter 
lines indicate a higher temperature. These lines were observed 
directly below the tracer hydrogen bubbles being lifted up off 
the plate by upflow and were confirmed by simultaneous 
observation with the hydrogen bubble method. 

The wall temperature fluctuations as revealed by the liquid 
crystal sheet are caused by the coupled effects between the 
plate and the streamwise vortical motion near the wall. The 
present result agrees with Kasagi and co-workers' recent 
observations and further details can be found in their works. 
The longitudinal vortices are unsteady and oscillate in the 
spanwise direction. It is clear that with vortical motion near 
the wall, the constant wall temperature cannot be prescribed. 
However, the instantaneous average of the fluctuating wall 
temperature is considered to be constant. 

The spacing of the low-speed fluid lumps decreases with in
creasing temperature difference AT. The distance between 
stripes in e-2 for larger AT is seen to be smaller than that in 
e-1. The longitudinal stripes are observed to be over 10 cm 
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Fig. 8 Turbulent velocity profiles, u + versus y + 
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Fig. 9 Turbulent temperature profiles, T + versus y + 

long. Because of thermal resistance, the liquid crystal sheet 
does not provide accurate plate surface temperature, but it 
shows the pattern of temperature field. The slow hot fluid 
moves upward and fast cold fluid moves downward toward 
the hot plate. It is expected that the buoyancy force has an ap
preciable effect on the turbulent flow structure near the plate. 
The flow visualization results by Kline et al. (1967), Nychas et 
al. (1973), and Kasagi and Hirata (1976) show that the 
bursting phenomenon is characterized by a spatial length scale 
of order 100V/(TW/P)]/2 in the spanwise direction (defined as 
the mean spacing between low-speed streaks in the turbulent 
boundary layer over a flat plate). This value agrees with the 
mean spacing of the vortex rolls observed in the present 
investigation. 

3.3 Velocity and Temperature Profiles. Representative 
mean velocity and temperature profiles at positions along the 
center of the plate in the turbulent boundary layer are shown 
in Figs. 8 and 9. The friction velocity u* was calculated using 
the friction factor predicted by Clauser's method (Clauser, 
1954). For isothermal flow, the experimental data agree with 
the law of the wall and a shape factor H=8*/6= 1.4 was ob
tained, confirming the presence of a fully developed turbulent 
boundary layer. Both the velocity and temperature profiles in 
the buffer layer and turbulent region depend on the 
temperature difference between plate and free stream, AT. 
Changes in the profiles for different Grashof numbers are due 
to buoyancy effects. 
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3.4 Heat Transfer Results. The heat transfer results from 
the present investigation are shown in Fig. 10, where the Stan
ton number St = hx/pfC u <f^p"m 
Reynolds number, in the range Re^ = 1.5 x 104 ~2.3 x 106. For 
a low heating rate with small AT, the experimental data agree 
with the results from the Pohlhausen solution for pure laminar 
forced convection (two-dimensional flow) and from the von 
Karman analogy for turbulent boundary layer heat transfer. It 
is seen that the deviation from pure forced convection can oc
cur at much lower Reynolds numbers depending on the 
Grashof number. Within the range of Reynolds numbers in 
this study, the deviation of the Stanton number from pure tur
bulent forced convection is 19 to 59 percent. The uncertainty 
for St at Re^= 1.55x 105 is ±4.18 percent. Within the scope 
of the present investigation (AJT<12.3°C), buoyancy effects 
are eliminated at Rex>106 . At Rex = 8 .6xl0 5 and 
AT=7.7°C, for example, the Stanton number is still about 15 
percent greater than the prediction from the von Karman 
analogy. 

The experimental data are also plotted in the form of 
Nux/Re]/2 as a function of the convective instability 
parameter Gvx/Rex-

S in Fig. 11. The correlation equation for 
turbulent free convection (Fujii and Imura, 1972) is also 
shown for reference. Figure 11 shows clearly that the 
threshold value for buoyancy effects on heat transfer is 
Grx/Rei5»100. For Gr^/Rei5>200, the deviation from the 
turbulent free convection prediction is seen to be appreciable. 
This is in contrast to the heat transfer results obtained by Im-
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ura et al. (1978), for the low Reynolds number region 
(Rex = 3.2x 103~2x 105), which show qualitative agreement 
with turbulent free convection prediction in the range 
Grx/Rej.-5 > 300. The present results suggest that the mixed 
convection effect may still exist in the parametric range 
studied. The related flow structure near the plate is known to 
be very complex and the possibility of mixed convection 
should not be ruled out. 

In order to study the effects of Grashof number on tur
bulent forced convection, the heat transfer data are plotted 
against Grashof number Grx, with Reynolds number Rex as 
parameter in Fig. 12. The turbulent heat transfer correlation 
equation based on the von Karman analogy (1939) is given as 
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Nu, = 0.0296 K = 0.0296 ReJ8 Pr/[1 +5Re-0- ' (Pr- 1)] 
where B = 0.860 (1 + ln[(l + 5Pr)/6]/(Pr - 1)) 

Figure 12 shows the deviation from the von Karman 
analogy but with Rex = (9.16~17.7)x 105; the heat transfer 
data agree with predictions from the von Karman analogy. 
For smaller Reynolds numbers, the deviation from the von 
Karman analogy occurs at a certain Grashof number. Thus, 
the threshold value for Grashof number depends on Reynolds 
number as expected. 

The turbulent heat transfer results are also presented in Fig. 
13, using the turbulent convective instability parameter 
Gr /̂Re2.-7 for turbulent boundary layers derived by Hayashi et 
al. (1977) based on a two-layer model for turbulent boundary 
layer. It is seen that buoyancy effects are significant for heat 
transfer in turbulent boundary layer when G^/Re2/7 ~ 10~4. 

3.5 Convective Instability Data. The convective instabili
ty data from the both the flow visualization, using the 
hydrogen bubble method, and heat transfer coefficient 
measurements are plotted in Fig. 14 as Rex versus Grx. The 
range of uncertainty is ±(1.2—1.6 percent) for Rex and 
±(1.0-1.3 percent) for Gr^. The instability criteria given by 
the following equations are also shown for comparison. 

Laminar Flow 

Grx/Rei5 = 100 (Gilpin etal., 1978) (2) 
Grx/ReJ-5 = 193 (Hayashi et al., 1977) (3) 

Turbulent Flow 

Gr/Re2.-7 = 1.3 x 10 ~4 (Hayashi et al., 1977) (4) 

4 Concluding Remarks 

Convective instability and buoyancy effects on forced con
vection heat transfer in horizontal boundary layers heated 
from below by a constant temperature plate were studied ex
perimentally. The conditions were as follows: um =0.118 
- 0 . 5 0 m / s , AT= T„ - T^, = 2 ~ 12° C, R e , 
= 2.5xlO4-2.2x10 s and Grx = 2x 108~1.5x 1012. The ef
fects of buoyancy on heat transfer results are studied using the 
convective instability parameters, Gr^/Rej.-5 for laminar flow, 
and Grx/Re2-7 for turbulent flow, with emphasis on flow in 
the transition regime. 

The convective instability data for the onset of longitudinal 
vortices were found to agree well with equation (2) for laminar 
flow and equation (4) for turbulent flow. The buoyancy ef
fects on heat transfer in the turbulent flow regime were studied 
by comparison with predictions from the von Karman 
analogy. The experimental results reveal that buoyancy effects 
on heat transfer are significant in the transition regime 
Rex = 4x l0 4 ~5x l0 5 and depend on relative magnitudes of 
Grashof and Reynolds numbers. 

Flow visualization photographs obtained by the hydrogen 
bubble method show the transverse cross-sectional views of 
the flow with spanwise, somewhat periodic vortical motion. 
The liquid crystal visualization reveals the corresponding 
spanwise periodic wall surface temperature variation. The 
temperature and velocity fields near the wall are apparently 
coupled. Two heat flux gages installed along the centerline of 
the test plate were used to obtain the local average heat 
transfer coefficients. Velocity and temperature profiles are 
also presented for the flow regime, Rex = (0.74 — 5.92) x 105 

and Grx = (5.63-30.62) x 108. The present study shows clear
ly that the Pohlhausen solution and the von Karman analogy 
for turbulent heat transfer in boundary layers are not valid 
when longitudinal vortices caused by convective instability oc
cur in the flow field. In the turbulent flow regime, mixed con
vection effects are found to prevail in the range 
Grx/Re2-7>10-4. 
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Introduction 

The laminar flow behavior of a non-Newtonian fluid sud
denly set into motion by temperature-induced buoyancy forces 
is of importance in a number of industrial applications. The 
transient convection heat transfer in a power-law fluid is of 
major interest here and a numerical solution of the ap
propriate unsteady boundary-layer equations is presented for 
the first time. Kawase and Ulbrecht (1984) employed an in
tegral method to analyze the steady-state natural convection 
from an isothermal vertical wall to a power-law fluid. They 
assumed a very thin thermal boundary layer (see Shenoy and 
Ulbrecht, 1979) and employed a velocity profile taken from 
forced convection analysis; hence their energy and momentum 
equations were decoupled. Other approximate (integral) solu
tions for laminar free convection of a power-law fluid along 
an isothermal vertical wall have been reviewed by Shenoy and 
Mashelkar (1982). These contributions assume steady state, a 
non-Newtonian Prandtl number of unity, and neglect the iner
tia terms. Of equal relevance to this particular study are solu
tions to unsteady boundary layers governed by singular 
parabolic equations. In a series of papers discussed below, 
unsteady laminar boundary layers of a Newtonian fluid on a 
semi-infinite plate are considered. Williams et al. (1987) 
assumed wall temperatures that vary with time and position 
and found possible semisimilar solutions for a variety of 
classes of wall temperature distribution. Wang (1985) studied 
the uncoupled boundary-layer problem where a fluid on a 
finite heated plate is suddently set into motion. Nanbu (1971) 
estimated the limit of pure conduction for unsteady free con
vection on a vertical flat plate. He assumed pure one-
dimensional conduction everywhere until the leading edge 
disturbance had reached the local point. For the speed of this 
propagation disturbance he used the local maximum fluid 
velocity from the solution of the doubly infinite plate 
problem, the same assumption Goldstein and Briggs (1964) 
had made seven years earlier. Indeed, in both papers, basically 
the same critical times for the end of pure conduction are 
reported for a wide range of Prandtl number fluids. Heliums 
and Churchill (1962) presented a numerical solution of the 
coupled time-dependent boundary-layer equations considering 
only air as the fluid. They computed a critical time 15 percent 
lower than that obtained by analytical methods (see Nanbu, 
1971 and Goldstein and Briggs, 1964). Rahman and Carey 
(1986) analyzed crossflow mixed convection over flat vertical 
surfaces, a problem area of which the previous contributions 
are special cases. 

In this study the system of equations describing the transient 
free convection on a flat vertical surface is extended to a non-
Newtonian fluid, and solved numerically. 

Contributed by the Heat Transfer Division and presented at the 
ASME/AIChE Heat Transfer Conference, Pittsburgh, Pennsylvania, August 
1987. Manuscript received by the Heat Transfer Division April 10, 1987. 
Keywords: Natural Convection, Non-Newtonian Flows and Systems, Transient 
and Unsteady Heat Transfer. 

Analysis 

Considering laminar free convection of a non-Newtonian 
fluid on an isothermal, semi-infinite vertical wall, using the 
Boussinesq approximation, the system may be described by 

(1) 

du 
- + u at 

du dv 
+ = 0 

ax ay 

du du 1 

dx dy p 

dT dT dT d2T 
\-U \-V = <X r -

dt dx dy dy2 

da 

dy 

where 

-K 
du 

dy 

" - ' du 

dy 

(2) 

(3) 

(4) 

is the typical power-law approximation. Here y is measured 
normal to the wall, /3 is the thermal expansion coefficient, and 
a is the shear stress. 

The initial and boundary conditions read: 

u = 0, v = 0, T= T„ for t< 0 everywhere 

u = v = 0, T=Tw for t>0 at x>0, y = 0; 

« - 0 , T-T„, for t>0 wheny~<x, all x; 

T=Tm, w = 0 and u-oo at x=0 for t>0 andy>0 

(5) 

The last boundary condition for the leading edge assumes that 
the fluid in this region is continually renewed from the bulk at 
a very high rate. 

Using the nondimensional variables 
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AT 
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and the dimensionless g roup 
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the governing equat ions read 

3(n-0 

at/ dv 
- + = 0 

du du du 

dX dY 

d ri au i""1 at/ 
•[I a r Li dY i a r 

ae I a26> 
dr + 3X+ dY PR dY2 

(8) 
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(10) 

Of basic interest are the velocity and temperature fields, as 
well as the Nusselt number in space and time. Starting with the 
definition of the local Nusselt number, we can derive a 
generalized Nusselt number and a dimensionless heat transfer 
group for vertical free convection of non-Newtonian fluids, n 
=S 1. 

Nu ,= -

dd 

~~~a~F 

(dT/dy) _v=ô  
ATM 

30 

y = 0 

. O X ( T ) " + 2 [ ^ A r . v ] < 2 ^ > / ( " + 2) 

de 

dY x (i i) 

Alternatively, a heat transfer grouping can be defined as 

Nu, 
G r l /2 („ + l> 

96» 

~d~Y 
_y2(B+l) (12) 

Equations (9)-(ll) are approximated using an explicit finite 
difference method with upwind differences for the convection 
terms. The heat equation is actually a mixed parabolic-
hyperbolic equation, i.e., initial-valued in both X and T and 
boundary-valued in Y. Experience indicates (see Isenbert and 
DeVahl Davis, 1975) that fully explicit schemes for this type of 
conduction-convection process are very insensitive to 
singularities such as they occur at r = X = 0 and when dU/dr 
and dd/dr change sign. Nevertheless, especially the shear stress 
term in the momentum equation required careful treatment 
for the cases n < 1.0. The explicit finite difference approxima
tion of 

AU\ « , = 
dU 

~d¥~ 
dU 

]}t 
can be writ ten, using the p roduc t rule, as 

tf !,-[• i s / . ; * ' " - 1 -
AY 

+ IS, 
Uu+l-2Uu+Uu. 

AY2 4' (13) 

Table 1 Effect of power-
time step near leading edge 

n No. of mesh points 
and 
PR NxxNy 

0.8 30x40 
and 30x50 
100 30x60* 

0.8 30x50 
and 
300 40x70* 

law index n on 

Time step 

AT 

0.005 
0.005 
0.005* 

0.005 

0.004* 

mesh density and 

H T G a t X = 1 . 0 

NuyGrj,/2("+1> 
1.37 
1.39 
1.40 

1.74 

1.82 

1.2 
and 
300 

15X25 
20x30 
25x35 
30X40 
30x40* 

0.04 
0.04 
0.04 
0.04 
0.03* 

2.02 
2.25 
2.25 

unstable 
2.28 

*Mesh density and time step selected for specific case (see Table 2). 

Table 2 Values 
NU;t/Gr1 /2 (" + 1 ) a t ^ 

n PR 

OR 1 0 ° 0.8 3 ( ) 0 

500 

10 1 0 ° ' • u 300 

of steady-state heat transfer group 
= 1.0 compared to measured data points 

This work 

1.40 
1.82 
2.05 

1.58 
2.05 

Shenoy and Ulbrecht 
(1979) 

1.47 
1.81 
2.04 

1.55 
2.11 

1.2 

where 

10 
100 
300 
500 

0.90 
1.74 
2.28 
2.56 

0.94 
1.71 
2.28 
2.61 

s. u, / , ; + i 
AY 

i ^and S ; , y _=i^ U, i.j-i 

AY 

Here 5 is the dimensionless shear stress and S is the slope of 
velocity U with respect to Y. 

By setting S = 1 when U reaches the maximum or becomes 
zero at the boundary-layer edge, the characteristics of Newto
nian fluids {n = 1.0) are preserved and possible computational 
difficulties due to singular parabolic effects are resolved. 

Since an analytic approach for the nonlinear problem is not 
available, a trial and error procedure was required for deter
mining the local mesh density, the number of grid points, and 
the maximum time step. As expected, the finite difference grid 
is a function of the power-law index n and the non-Newtonian 
Prandtl number PR, i.e., the type of power-law fluid con
sidered (Table 1). The mesh has to be very fine near the 
leading edge and can gradually turn downstream into a coarser 
grid. The allowable time step is directly related to the local 
mesh size and hence to the power-law index n, in order to 
preserve numerical stability. To keep the program relatively 
simple, we selected a fine, uniform mesh which differs with n 
and PR for the domain 0 < X < 1.0 and 0 < Y < 10, and 
then, farther downstream, a realtively coarse, uniform mesh 
independent of n. The local mesh dependence on n is il
lustrated in Table 1 using the steady-state value of the local 
heat transfer group as a criterion. For the coarse mesh of ex
tent 1 < X < 50 and 0 < Y < 25, 25 x 50 nodal points and 
AT = 0.025 were sufficient for all types of power-law fluids. 
In general, further mesh refinement did not alter the results 
measurably. Nevertheless, for more complex studies of con
vection heat transfer in non-Newtonian fluids a compromise 
between model accuracy and computer requirements can be 
achieved by employing (unique) transformations for the 
governing equations and an implicit finite difference scheme 

Journal of Heat Transfer AUGUST 1988, Vol. 110/605 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a.a 

2.0 -

-

1.5 " 

1.0 -

0.5 -

0.0 4 

\ 

\ 

I \ ^ PR = 100 

1 
\ PR = 10 

\ PR = 0.733 

i , i , | i . , . | , i j i | , , , , | , , , , 

4 . 0 

3.5 ~ 

3.0 " 

2.5 -

2.0 " 

1.5 ~ 

1.0-1 

l\\ 
\ \ 

1 v\ \ V\ 
\ \ ^ ^ - ^ ^ PR = 500 

\ ^ \ 
\ ^-~^___ PR = 300 

\ _ _ ^ PR = 100 

' ' 1 ' ' ' ' 1 ' ' ' ' 1 ' ' ' ' 

50 100 150 200 250 150 200 250 300 

Fig. 1 Transient Nusselt number for various Newtonian fluids (X = 50) 

with nonuniform mesh generator for the numerical solution 
(see Wang and Kleinstreuer, 1987, 1988). 

For the present code, the principal variables, U, V, and 6, 
are initialized, time is advanced one step and at this quasi-
steady state, the solution front is advanced in the ^-direction 
starting at X = 0. At every new A'-station, all variables are 
computed outward from the wall. 

Results and Discussion 

Table 2 summarizes the steady-state computer predictions 
as compared with measured data sets (Shenoy and Ulbrecht, 
1979) for fluids with a power-law index of n - 0.8, 1.0, and 
1.2. In addition, the temporal changes in the local heat 
transfer group (HTG) were compared with accepted data for 
Newtonian fluids. 

Figure 1 shows HTG at station X = 50 as a function of 
dimensionless time. The local steady-state value of HTG is 
0.365 for air, which compares very well with numbers ob
tained by Ostrach (1953) or Heliums and Churchill (1962). The 
minimum in the transient Nusselt number distribution is 
directly related to the maxima in the dimensionless velocity 
and temperature profiles, U(T) and 6 (r). This minimum, here 
NuxGr"1/2</,+ 1) = 2.4, signals the end of the so-called initial 
(pure) conduction period when the transient terms in the 
momentum and heat transfer equations change sign. 
Somewhat higher values for tait, the time of occurrence of the 
extrema, were obtained by others, e.g., Nanbu (1971) or 
Goldstein and Briggs (1964), who presented approximate solu
tions. Indeed, we approached Nanbu's value, i.e., tCTlt « 
2.916, when we ran our program without the inertia terms, 
(v • V)v, in equation (10). When the Prandtl number is in
creased, the minimum point in the transient Nusselt number is 
delayed and the undershoot vanishes for very high Prandtl 
numbers, e.g., heavy oils (see Fig. 1). This trend is consistent 
with the expectation that tctit increases for slower moving, 
more viscous fluids (Rahman and Carey, 1986). The local 
steady-state values of HTG for high Prandtl numbers (PR > 
16; n = 1.0) compare well with the corresponding results 
given, for example, by Carey (1983). 

As can be seen from Table 2, predicted values and 
measurements (Shenoy and Ulbrecht, 1979) of the steady-state 
(local) heat transfer group compare quite well for power-law 
fluids (« = 0.8 and 1.2) of different non-Newtonian Prandtl 

Fig. 2 Transient Nusselt number for pseudoplastic fluid (n = 0.8) of 
Prandtl numbers PR = 100, 300, and 500 (X = 50) 

4.0 

3.5 

2 . 5 

1.5 

1.0 

5 0 100 150 200 250 300 

Fig. 3 Transient Nusselt number for dilatant fluid (n = 1.2) of Prandtl 
numbers PR = 100, 300, and 500 (X = 50) 

numbers. Figures 2 and 3 show the transient Nusselt numbers 
for two different polymeric liquids, i.e., with a power-law in
dex of n = 0.8 and n = 1.2, respectively. As can be expected, 
dilatant fluids that exhibit a shear thickening behavior 
generate consistently higher Nusselt numbers, especially at 
large Prandtl numbers. Industrial applications of different 
power-law fluids are discussed in Bird et al. (1977). In contrast 
to typical Newtonian fluids, this generalized Prandtl number 
of power-law fluids is much larger and hence the undershoot 
in NU(T) tends to disappear for PR > 100. As a result, the 
singular parabolic effects are less influential for most 
polymeric liquids. 
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Flow Visualization Studies on 
Wortex Instability of Natural 
Convection Flow Ower Horizontal 
and Slightly Inclined Constant-
Temperature Plates 
Flow visualization experiments were performed in a low-speed wind tunnel to study 
vortex instability of laminar natural convection flow along inclined isothermally 
heated plates having inclination angles from the horizontal of'8 = 0, 5, 10, 15 and 20 
deg. The temperature difference between plate surface and ambient air ranged from 
AT = 15.5 to 37.5''C and the local Grashof number range was Grx = 1.02xl06 to 
2.13 x10s. Three characteristic flow regimes were identified as follows: a two-
dimensional laminar flow, a transition regime for developing longitudinal vortices, 
and a turbulent regime after the breakdown of the longitudinal vortices. 
Photographs are presented of side and top views of the flow and of cross-sectional 
views of the developing views of the developing secondary flow in the postcritical 
regime. Instability data of critical Grashof number and wavelength are presented 
and are compared with the theoretical predictions from the literature. 

1 Introduction 

The problem of natural convection flows along inclined 
plates, with thermal boundary conditions of constant wall 
temperature or uniform wall heat flux, has been studied both 
theoretically and experimentally in the past because of its im
portance for various technical applications. When a natural 
convection flow is induced by heating from below over a 
horizontal or slightly inclined plate having a constant wall 
temperature, the flow is potentially unstable because of a top-
heavy situation (unstable density distribution). The convective 
instability occurs if the destabilization caused by buoyancy is 
large enough to overcome the stabilizing effects of viscous and 
thermal diffusion. 

The occurrence of longitudinal vortices or rolls in natural 
convection boundary-layer flows along inclined isothermal 
surfaces was clearly established by Sparrow and Husar (1969) 
using a flow visualization technique, where the flow pattern 
was made visible by local changes of the fluid color due to 
changes in pH. Subsequently, instability data for natural con
vection flows on inclined isothermal plates were also obtained 
by Lloyd and Sparrow (1970) and Lloyd (1974). These ex
perimental investigations have motivated a series of linear 
stability studies on the onset of longitudinal vortices in natural 
convection flow along inclined surfaces. In this connection, 
one may mention the linear stability analyses by Haaland and 
Sparrow (1973a), Hwang and Cheng (1973), and Kahawita 
and Meroney (1974). Wave instability analysis was also 
presented by Lee and Lock (1972), Haaland and Sparrow 
(1973b), and Pera and Gebhart (1973a). Iyer and Kelly (1974) 
studied both wave and vortex modes of instability for a heated 
inclined plate. Recently, both vortex and wave instability 
analysis results were presented by Chen and co-workers (1982, 
1985) for natural convection flow on inclined isothermal sur
faces. Hsu and Cheng (1979) also carried out vortex instability 
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analysis for buoyancy-induced flows over inclined heated sur
faces in porous media. 

It is now well established that in the range of inclination 
angles from the horizontal, 6 = 0 to 73 deg, vortex instability 
has priority over wave instability, while the opposite is true for 
a vertical plate. Experimental instability data for the onset of 
longitudinal vortices are rather limited for the inclination 
angle range 6 = 0 to 25 deg. 

Heat transfer results for free convection over inclined plates 
have been reported by many investigators. The pertinent 
literature includes recent works by Rotem and Claassen 
(1969a), Fujii and Imura (1972), Pera and Gebhart (1973b), 
Ackroyd (1976), Chen and Tzuoo (1982), and Yousef et al. 
(1982). The appearance of longitudinal vortices in free convec
tion flow over inclined surfaces near the horizontal represents 
the first stage of the laminar-turbulent transition process. 
This is in contrast to Tollmien-Schlichting waves as the first 
stage of transition for natural convection on a vertical plate. 
After the onset of longitudinal vortices, the flow field becomes 
three dimensional, and two-dimensional free convection 
boundary-layer theory is not strictly applicable. 

The natural convection heat transfer on horizontal or nearly 
horizontal surfaces has not been studied as extensively as for 
vertical surfaces. The Schlieren pictures of the temperature 
fields near various heated objects obtained by Schmidt (1932) 
provide considerable physical insight into the physical 
phenomena of natural convection. Interference photographs 
were used by Eckert and Soehngen (1951) to study laminar and 
turbulent free convection on a vertical plate. Flow visualiza
tion photographs reveal the whole flow field and provide con
siderable physical insight in understanding the free convection 
phenomena. Flow visualization was also used extensively by 
Prandtl (1927) in his investigations of fluid motion. 

The occurrence of longitudinal vortices in the boundary 
layer along a concave wall was first shown by Gortler (1940). 
The related centrifugal instability problems have subsequently 
been studied by many investigators. The analogy between cen
trifugal and thermal instability problems is well known, and it 
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is interesting to compare the flow visualization results from 
this study with those of Gortler vortices. Chandra (1938) con
ducted flow visualization studies on thermal instability of a 
horizontal air layer heated from below, using cigarette smoke; 
for the case with shear longitudinal rolls were observed. The 
vortex instability problem also arises when a laminar bound
ary layer is heated from below. This problem was studied by 
Wu and Cheng (1976), Gilpin et al. (1978), Takimoto et al. 
(1983), and Moutsoglou et al. (1981), among others. 

The purpose of this paper is to present flow visualization 
photographs for the onset and subsequent development of 
longitudinal vortex rolls for natural convection flow along in
clined constant temperature rectangular plates at inclination 
angles 0 = 0, 5, 10, 15, and 20 deg. The flow visualization was 
realized by a smoke injection method. The experiments were 
conducted in a low-speed suction type wind tunnel specifically 
designed for convective heat transfer and flow visualization 
studies, but the fan was not used. Instability data for the 
critical Grashof number and wavelength were obtained and 
compared with the experimental and theoretical results from 
the literature. 

2 Apparatus and Experimental Procedure 

2.1 Wind Tunnel and Isothermal Heating Plate 
Assembly. The flow visualization experiments were per
formed in a wind tunnel that can be tilted at an inclination 
angle from the horizontal about the lateral axis located at the 
center of the tunnel body. The height of the tunnel body can 
be adjusted. Schematic diagrams of the wind tunnel, the 
constant-temperature plate with auxiliary equipment, and a 
smoke generator with its injection device, are shown in Fig. 1. 
The tunnel test section had a 30.6 x 30.6 cm cross section and 
was 247 cm long. The test surface was fabricated from a cop
per plate having a width of 24.1 cm, a length of 152.4 cm, and 
a thickness of 6.35 mm. The test plate was installed as the bot
tom surface of the test section with the leading edge of the 
plate placed flush with the end of the contraction section. Ex
cept for the bottom, the test section was made of acrylic resin 
plates in order to permit a visual investigation of the flow. 

The constant wall temperature condition was provided by 
water from a hot water tank circulating at high speed through 
a channel attached to the bottom surface of the test plate. The 
isothermal plate condition can be approached by high-Biot-
number flow between heating fluid and a flat plate. At lower 
temperature levels, the wall temperature remained practically 
constant during a complete run due to the large capacity of the 
hot water tank. At wall temperature levels higher than 50°C, a 
maximum temperature drop of 1°C was observed during the 
course of a complete run. It should be pointed out that for the 
present natural convection experiments the fan shown in Fig. 
1(a) was not in use and the boundary-layer flow over the en
trance section in the converging nozzle was not observed. 

2.2 Wall Temperature Measurements. The wall 
temperature measurements were made by four 0.3-mm-dia 
copper-constantan thermocouples installed at four locations 
along the side edges of the test plate. The thermocouples were 
installed in a 1 mm deep depression and covered with 
aluminum epoxy. The four readings essentially agreed within 

(a) 

Hot Water Tank 

Compressed A i r 

(b) 
Fig. 1 Schematic diagrams for (a) mind tunnel test facility and (b) 
constant-temperature plate and auxiliary equipment 

the calibration error of the thermocouples once steady-state 
conditions were reached. The inlet and outlet temperatures of 
the circulating hot water were also monitored by two 0.8 mm 
iron-constantan sheathed thermocouples (see Fig. 1). The dif
ference between the two readings was less than 0.2 °C for all 
temperature levels. The wall temperature was always lower 
than the heating water temperature, up to a maximum of 1°C, 
decreasing at lower water temperature levels. 

The ambient air temperature was measured using a 25 jiim 
copper-constantan thermocouple. The thermocouple junction 
was made by butt-welding to produce an effective junction 
diameter of around 50 /xm. The probe was positioned within 
an accuracy of 1/50 mm using a traversing mechanism. All 
thermocouples were calibrated in a constant temperature bath 
against a laboratory grade digital thermometer. 

2.3 Flow Visualization Technique and Photographic Ar
rangement. Smoke for visualization was generated by burn
ing paper sticks in a 55 mm o.d. copper tube, which was con
nected to the room compressed air. The smoke was then in
jected through a small slot-type smoke injector along the 
leading edge of the heated test plate. The temperature of the 
injected smoke was confirmed to be close to the room 
temperature. The setup is shown in detail in Fig. 1. 

The transverse cross-sectional views of the developing 
secondary flow were recorded by a camera, through a mirror 
placed near the end of the test plate having an angle of 45 deg 
to the direction of the main flow. The secondary flow was 
made visible by a sheet of light produced from a 1.5 kW 

Nomenclature 

Gr* = local Grashof number 
= gp(Tw-Ta,)X

i/* 
GTX = cos 6 G^ 

g = gravitational acceleration 
T„, T„ = constant wall temperature 

and ambient air 
temperature 

x = distance from leading edge 
of a heated plate 

xc = critical distance x at the 
onset of vortex rolls 

j3 = coefficient of thermal 
expansion 

a 
AT 

inclination angle from 
horizontal direction 
kinematic viscosity 
standard deviation 
T -T 
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halogen slit light source. The mushroomlike counterrotating
vortices were recorded by a camera pointed toward the mirror
placed at 45 deg from the test plate at a downstream location.

2.4 Measurements of the Onset of Instability. The onset
point of the vortex rolls was determined by carefully ob~ef\:,ing
changes in the cross-sectional flow pattern as the slIt lIght
source was moved in the downstream direction. The region of
two-directional laminar flow along the plate was first con
firmed. Proceeding farther downstream, the critical distance
x from the leading edge of the heated plate was recorded after
d~tecting the onset of cellular motion. The above pr.ocedure
was repeated several times to obtain a single data POlllt. The
experimental data could be reproduced within a distance of 1
em.

Table 1 Ranges of experimental parameter

0, 5, 10, IS, 20 deg
34.0 to 57.6°C
T IV - Too = 15.5 to 37.5°C
1.02 x 106 to 2.13 X 108

Flg.2 Top and side views of developing longitudinal vortices for 0=0
deg, Tw = 51.8°C, and Too = 21.0oC

.1:- 20 ·nt. GT", 2.03xI07
X= 35 em, Gr <~ 1.5_>:10°

Fig. 3 Cross·sectional views of secondary flow patterns for 0= 0 deg,
aT=30.8°C

vortex pairs oscillate sidewise. Figure 3 shows the developing
region of longitudinal vortices. From Figs. 2 and 3, one may
distinguish three flow regimes consisting of two-dimensional
laminar flow, three-dimensional developing flow for
longitudinal vortices in the postcritical regime, and turbulent
flow. One is impressed with the complex flow patterns for
natural convection flow along a horizontal isothermal plate.
Within the scope of this investigation, a flow separation
phenomenon (Pera and Gebhart, 1973b) was not observed.

The effect of the temperature difference t1T= T w - Too on
developing secondary flow pattern of vortex rolls is of in
terest. Photos are shown in Figs. 4(a), 4(b), 4(c), and 4(d) for
t1T=21.7, 25.0, 30.8, and 37.5°C, respectively. The
destabilizing effect of t1T is clearly seen from the secondary
flow patterns at x= 15 em. At large t1T such as 37.5°C, a
destabilizing trend due to non-Boussinesq effects may exist.
The onset of vortex instability occurs at smaller values of x or
Gr and the average wavelength tends to decrease significant
ly ~~ the value of t1T increases. In Fig. 4, the developing sec
ondary flow pattern is also of special interest for each t1T. The
temperature dependence of wavelength observed in this study
for e= 0 deg was not as prominent as that observed by Spar
row and Husar (1969) for inclined plates using water.
However, a Prandtl number effect may exist.

4.2 Inclined Plate (0 deg < (J::s 20 deg). The overall top
and side views of developing longitudinal vortices in a natural

.7: 25 em, Gr",= 5.53 ,w7

)1,
. (',. '.

L. __ ~'... ,I_l_--.__

) '. ..:,~ .' I

~ - _. I: _ --10 •

II' ,
" • I

L
!jl _\".. I", '" ,') I

- ----.----
.1'- 9 em. Gr",- 2.50xlOG

I

.j.~_.:":!-~' ,,~: ..4!

] :
l-~l

4 Results and Discussion

4.1 Horizontal Plate. The experiments were conducted
in a wind tunnel and the results should be interpreted in this
light. The present study was mainly concerned with vortex in
stability phenomena in the region from the leading edge x = 0
to 50 em while the adjoining surfaces near both ends of the test
plate (24.1 em X 152.4 em) can be regarded to be ~diabatic. ~t
should be pointed out that the natural convectIOn flow IS

predominantly in the streamwise direction with plume rising at
the center for the present rectangular plate with
length/width = 6.32. . .

Photos depicting the side and top views of the developlllg
longitudinal vortices in natural convection flow along the
horizontal isothermal plate with T w =51.8°C and Too =21.0°C
are shown in Fig. 2. At the distances from the leading edge
x= 10, 20, 30, 40, and 50 em, the corresponding values for
local Grashof number are Grx = 3.54 X 106, 2.83 X 107,
9.55 X 107 , 2.26 X 108, and 4.42 X 108, respectively. At the
onset of vortex instability at x= 7 em (Grx = 1.21 X 106), the
longitudinal vortices develop rather quickly, and then the fl?w
becomes turbulent in the range X 2': 40 em. The correspondlllg
top view shows the smoke tracer lines. (seven lines), wh!ch
represent the upwash flow in each pair of ~ounterrota.tlllg
vortex rolls. These lines also show the approximate locatIOns
of the start of formation of longitudinal vortices and the even
tual breakup.

Cross-sectional views of the secondary flow at different ax
ial positions are shown in Fig. 3 for e= 0 deg and t1T= 30.8°C.
At x = 9 em cellular motion has already appeared and one sees
clearly the embryo of the growing longitudinal vortices. The
two mushroom-type vortices at both ends might be caused by
disturbances due to smoke injection. At x= 15 em six pairs of
vortices are quite stable. At X= 20 em, each vortex pair is seen
to be of about the same size. Although not shown here, at
other times three pairs of vortices are seen to be much taller
than the neighboring pairs for the same run. At x = 25 and 30
em, the different height of €ach vortex pair is of interest. At
x= 35 em, the secondary flow is seen to be unstable and the

3 Experimental Parameters

The experimental parameters for this investigation are an
inclination angle measured from the horizontal e, the constant
wall temperature T IV' the wall-to-ambient temperature dif
ference t1T, and the local Grashofnumber GrX' The ranges of
these parameters are given in Table 1.
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Fig. 4(d) 4 T = 37.5 K

Fig. 4 Effect of 4 T on secondary flow paUern for 8= 0 deg

convection flow are shown in Fig. 5 for ()= IS deg and
AT= 15.5°C. The side view shows the general flow field and
one may again distinguish three flow regimes, a two
dimensional laminar flow for X= 0 to 10 em, a transition
regime with developing longitudinal vortices for X= 10 to 35
em, and a turbulent regime with the eventual breakdown of
the longitudinal vortices for X~ 35 em. For X~ 40 em, the
smoke rises as plume. For the side view photo, it is of interest
to note that at X= 10,20,30,40, and 50 em, the values for Grx
are 1.99 x 106 , 1.59 X 107 , 5.36 x 107, 1.27 x 108 , and

Journal of Heat Transfer

2.48 X 108 , respectively. Thus, the effect of Grx on flow pat·
tern can also be seen. The top view reveals seven smoke tracer
lines showing the approximate locations of the beginning and
the breakdown of the developing longitudinal vortices. The
lines indicated meandering motion with amplification of the
longitudinal vortices in the main flow direction.

Cross-sectional views of the developing longitudinal vor·
tices in the postcritical regime for ()= IS deg and AT= 15.5°C
are shown in Fig. 6. The beginning stage of the formation of
longitudinal vortices is characterized by cellular motion. The
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0, deg. Or; a

0 8.86 X 105 2.51 X 105

5 1.03 X 106 6.45 X 105

10 1.53 X 106 7.08 X 105

15 1.95 X 106 1.13 X 106

20 1.02 X 106 1.02 X 106

1
,

.......1- lJ " ~'7-'-'

$'-= 33 C=, Gor:z;= 9.61X101 X= 13 em.. Gr",= 2.13XlOO

Fig. 7 Developing secondary flow patterns for 0= 20 deg, .0.T= 23.1 °C

Table 2 Critical Grashof numbers and standard deviations

of the present investigation, the effect of the inclination angle
on the wavelength appears to be rather weak. This observation
agrees with that of Sparrow and Husar (1969), using water.

4.3 Instability Results and Wavelength Correla
tion. Measurements of the critical distance marking the
onset of vortex instability were also made during the course of
the flow visualization study. At each inclination angle, eight
or nine independent determinations of the onset point were
made, with wall-to-ambient temperature difference LlT rang
ing from 15 to 45°C. The mean and standard deviation of the
critical Orashof number for each inclination angle were com
puted and the results are shown in Table 2. In order to
facilitate comparison with other instability data, the critical
Orashof number Or; was defined.

The instability data are presented in the form of mean
critical Orashof number as a function of inclination angle in
Fig. 9. Other theoretical and experimental results from
literature are also plotted for comparison. The error bars in
dicate the maximum and minimum values of the instability
data at each inclination angle. It is seen that theory predicts
values of critical Orashof number for air (Pr = 0.7) over three
orders of magnitude lower than those found by the present
measurements. The same remark also applies to the instability
data of Lloyd and Sparrow (1970) for water (Pr = 7). The large
discrepancy may be attributed to the fact that the linear
stability theory is based on infinitesimal disturbances and the
experimental determination of the onset point requires a cer
tain amplification of the formation process. However, the ex
act reasons for the large discrepancy between theory and ex
periment remain to be clarified. Apparently, one needs an
analytic or numerical technique that can predict the growth of
the first linear instabilities through nonlinear growth dynamics
to developed longitudinal vortex rolls in order to compare
with the present visualization photographs. It is noted that the
general trend, as revealed by the slope of the present instability
data, is in good agreement with that predicted by theory. The
trend of the present data also appears to be in agreement with
the air data obtained by Lock et al. (1967) for inclination
angles 8>35 deg.

For a horizontal plate, it is possible to compare the present
instability data with those of Rotem and Claassen (1969b).

~ J ;;p
-- ---------".oo

I

(', :- 'I') "
. _.- -_._---- ..

" . . "'\ ~ ,

- ~-~ ----- --

· t. " (
,,', f<li__ -_ -_.--"---L~
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more or less periodic disturbances in the transverse cross sec
tion provide a fairly good indication of the onset point of the
vortex instability, in contrast to some uncertainty from obser
vations of the side view alone. The vortex rolls are fairly
steady up to x = 20 cm and become unsteady with sidewise
meandering motion for x> 25 cm. It is of interest to observe
the varying pitch (wavelength) between two neighboring
counterrotating vortex rolls with increasing distance from the
leading edge. Photographic results for 8 = 20 deg,
LlT=23.1°C, are also shown in Fig. 7. Unsteady motion can
be seen for x> 35 cm.

Developing secondary flow patterns at five different inclina
tion angles are shown in Figs. 8(a)-(e) for 8 = 0, 5, 10, 15, and
20 deg, respectively, with LlT= 18.3-19.4°c and x= 10, 15,20,
and 25 cm. The photos are at identical downstream locations
and facilitate a direct comparison of the developing secondary
flow patterns at different inclination angles. By observing the
flow patterns at x= 10 cm, one can see clearly that the onset
point of vortex instability is gradually being delayed as the in
clination angle increases from the horizontal. This is due to
the decreasing buoyancy force component normal to the plate
as the inclination angle increases, and can also be seen from
the factor g cos 8. The wavelength of the vortex rolls does not
seem to vary significantly with increasing inclination angle.
The photos presented provide considerable physical insight in
to the developing longitudinal vortices in the natural convec
tion flows along inclined' isothermal plates. Within the scope

Fig. 6 Cross·sectional views of developing longitudinal vortices for
0= 15 deg and AT= 15.5°C

Fig.5 Top and side views of developing longitudinal vortices forO= 15
deg and .0.T= 15.5°C
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Fig.8(d) 0= 15 deg, DoT = 19.2 K
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Fig. 8(e) 0 = 20 deg, DoT = 19.4 K

Fig. 8 Effect of Incllnallon angle of developing secondary flow pattern

where C= 0.088 and 0.068 for upper and lower bounds,
respectively. It is noted that Gr; lI2 may be regarded to be a
Reynolds number Rex based on the characteristic velocity
[g{3(Tw - T oo)xjll2. This observation provides a qualitative
analogy with forced convection problem, and shows that this
class of convective instability phenomena is somewhat
analogous.

These results are shown in Fig. 10. The agreement is seen to be
satisfactory.

The mean wavelength of the vortex rolls is also of particular
interest. Measurements of the wavelength were made directly
from photographs of the cross-sectional views using the
distance between the two lines in the photos representing the
inner walls of the test section as a reference. The wavelengths
of vortex rolls at a particular cross section were then averaged
to obtain a single data point for the mean wavelength. The
results are plotted in Fig. 11 together with theoretical predic
tions from Chen and Tzuoo (1982). The following correlation

equation for wavelength is also obtained:

xJ'A=CGr;1/4 (1)
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5 Concluding Remarks 

The problem of vortex instability of natural convection flow 
over horizontal or slightly inclined isothermally heated flat 
rectangular plates with length/width = 6.32 was studied by a 
flow visualization technique using smoke for inclination 
angles from horizontal 0 = 0, 5, 10, 15, and 20 deg. 
Photographs showing the developing longitudinal vortices and 
the instability data are presented. The three flow regimes 
characterizing the natural convection flow are shown to be a 
two-dimensional laminar flow regime, a transition regime for 
developing longitudinal vortices, and a turbulent regime. The 
experimental results are compared with theoretical 
predictions. 

Although the experiments were conducted over a confined 
plate as opposed to an unconfined plate, the flow visualization 
photographs suggest that entrance, side wall, and edge effects 
are negligible in the central region of the plate. Without 
longitudinal vortices (small AT), the whole heated plate was 
covered with a layer of uniform smoke and the effect of smoke 
injection on vortex instability phenomenon is believed to be 
very small. 

The present vortex instability problem for natural convec
tion flow along an inclined isothermal plate is also somewhat 
analogous to the centrifugal instability problem for Gortler 
vortices in the boundary layer along a concave wall. The 
secondary flow pattern in a cross section normal to the main 
flow for Gortler vortices, shown in Fig. 4 of Aihara and 
Koyama (1981), for example, is strikingly similar to the flow 
patterns observed in this investigation dealing with vortex in
stability due to buoyancy forces. The flow visualization study 
provides considerable physical insight into the structure and 
nature of the developing longitudinal vortices in the transition 
regime for a natural convection flow heated from below. The 
problem of transition from laminar to turbulent flow through 
developing longitudinal vortices apparently needs further 
investigation. 
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An Experimental Study of Natural 
Convection in a Vertical Cavity 
With Discrete Heat Sources 
Natural convection heat transfer in a tall vertical cavity (aspect ratio = 16.5), with 
one isothermal vertical cold wall, and eleven alternately unheated and flush-heated 
sections of equal height on the opposing vertical wall, is experimentally investigated. 
The flow visualization pictures for the ethylene glycol-filled cavity reveal a flow pat
tern consisting of primary, secondary, and tertiary flows. The heat transfer data and 
the flow visualization photographs indicate that the stratification is the primary fac
tor influencing the temperature of the heated sections. This behavior persists for all 
the runs where the secondary flow cells cover a large vertical extend of the cavity. 
Based on the analysis of the photographs it is suggested that the turbulent flow 
should be expected when the local modified Rayleigh number is in the range of 
9.3x10" to 1.9xl012. It is found that discrete flush-mounted heating in the 
enclosure results in local Nusselt numbers that are nearly the same as those reported 
for a wide flush-mounted heater on a vertical plate. This is believed to be due to the 
fact that the present problem is inherently unstable, and the smallest temperature 
difference between a heated section and the cold wall results in the onset of convec
tion motion. 

Introduction 
Effective cooling of electronic components has become in

creasingly important as power dissipation and component 
density continue to increase substantially with the fast growth 
of electronic technology. In many electronic cooling situa
tions, arrays of heat-dissipating components are mounted on 
flat-parallel plates forming a series of passages, each having 
either one very rough wall and the other relatively smooth or 
both walls rough. The simplest method of cooling these arrays 
is air circulated by naturally generated buoyant forces. 
Natural convection provides low-cost, reliable, maintenance-
free, and electromagnetic interference-free cooling (Johnson, 
1986). Each pair of these vertical electronic card arrays may 
thus be modeled as a vertical channel or a vertical cavity 
depending on the end conditions. 

Sparrow and Faghri (1980) numerically solved boundary 
layer equations for the problem of two in-line flush-mounted 
isothermal heaters on a vertical plate for natural convection in 
air. Jaluria also numerically solved this problem for multiple, 
wide heaters (1982a) and experimentally and numerically 
studied two line sources (1982b). Finite-difference solutions 
for more general equations for two in-line vertical heaters 
were reported by Jaluria in a follow-up paper (1984). Studies 
on free convection from a discrete heat source on a vertical 
plate have also been reported by Zinnes (1970), and Carey and 
Mollendorf (1977). Park and Bergles (1987) have experimen
tally studied free convection from in-line and staggered arrays 
of heaters with varying distances between heaters. Ortega and 
Moffat (1985, 1986a, 1986b) and Moffat and Ortega (1986) 
have experimentally investigated the buoyancy-induced con-
vective heat transfer from an array of cubical elements that are 
deployed in an array on one wall of a vertical, open-ended 
parallel-plane channel. They have reported that the heat 
transfer rate is significantly affected by the variation in the 
ratio of the gap width to the protrusion height of up to 4. 

As stated earlier, some electronics packaging problems, 
depending on the end conditions, may be modeled as an 
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AIChE/ASME National Heat Transfer Conference, Pittsburgh, Pennsylvania, 
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enclosure. Although buoyancy-driven flow and heat transfer 
in a differentially heated vertical cavity have been investigated 
extensively, most of these studies consider only fully heated 
vertical walls. A detailed review of literature indicates that, in
deed, very few efforts have been made to study free convec
tion from either an isolated heat source or an array of 
distributed heat sources on one vertical wall of an enclosure. 
Chu et al. (1976) might have been the first to consider free 
convection from a heated strip located on one side wall of a 
rectangular cavity. They used a finite-difference numerical 
scheme to study the effects of the heater size, its location, the 
aspect ratio of the cavity, and the endwall thermal boundary 
conditions on the flow structure and heat transfer. Recently 
Kuhn and Oosthuizen (1986) conducted a numerical study of 
three-dimensional transient natural convective flow in a rec
tangular enclosure with localized heating. The enclosure that 
they considered had a height-to-width ratio of 3 and depth-to-
width ratio of 6. The thermal boundary conditions of the 
enclosure were adiabatic horizontal surfaces and vertical end-
walls; one constant-temperature vertical wall; and finally the 
other vertical wall had one or two spanwise in-line flush-
mounted two-dimensional isothermal heat sources. Their ma
jor conclusions are: (i) Proximity of the heater element to the 
horizontal walls (especially the top wall) has strong effect on 
heat transfer coefficient while the side walls have a weak ef
fect; (if) the three-dimensional flow increases the local heat 
transfer coefficient at the edges of the element resulting in a 
higher average Nusselt number than the corresponding two-
dimensional flow. However, the difference decreases as the 
Rayleigh number is increased (at Rayleigh number of 105 the 
Nusselt numbers are nearly the same); (Hi) results of the two 
spanwise in-line flush-mounted symmetrically placed heaters 
indicate that the distance between the elements has little effect 
on the mean heat transfer rate variation but has a significant 
effect on the local Nusselt number distribution. 

The most recent studies of natural convection heat transfer 
in rectangular enclosures with heated protrusion(s) on one ver
tical wall are by Kelleher et al. (1987), Lee et al. (1987), and 
Liu et al. (1987). The first two papers report on experimental 
(Part I) and numerical (Part II) studies of geometric effects of 
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a single two-dimensional heated protrusion mounted on one 
adiabatic vertical wall of an enclosure. The opposing vertical 
wall is insulated while the top and bottom surfaces are isother
mal. The experiments were conducted with water and the heat 
transfer and flow visualization results confirmed their 
numerical work. In the third paper, Liu et al. (1987) presented 
the results of a numerical study of three-dimensional convec
tion cooling of an array of heated protrusions in an enclosure 
filled with a dielectric fluid. In this paper an array of 3 X 3 

isoflux heated protrusions mounted on one vertical wall was 
considered. The remaining boundary conditions were kept the 
same as in the first two papers. The results were for Fluorinert 
FC 75 (a dielectric fluid) at a single Rayleigh number using 
three different widths for the enclosure. Liu et al. (1987) point 
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Fig. 1 Experimental apparatus: (a) test cell geometry and coordinate 
system; and (b) details of the apparatus 

Nomenclature 

A = aspect ratio = H/ W 
Ah = surface area of a heater, 

m2 

C = isobaric specific heat, 
J/kg-K 

D = depth of enclosure in z 
direction, m 

g = acceleration due to gravi
ty, m/s2 

h = local heat transfer coeffi
cient = q/{Th - Tc), 
W/m2-K 

h = average heat transfer coef
ficient = q/(TKm - Tc), 
W/m2-K 

H = height of cavity, m 
k = thermal conductivity, 

W/m-K 
L = pitch for the array of 

heating element = LX +L2, 
m 

L, = height of the heated sec
tion, m 

L2 = height of the unheated sec
tion, m 

N - heater row number (start
ing from the bottom) 

Nu = Nusselt number = h [length 
scale] /k 

Pr = Prandtl number v/a 
q = convective heat flux per 

heated sec
tion = (Q - QL - Q„)/A„, 
W/m2 

Q = power input per heated 
section, W 

QL = heat loss per heated sec
tion, W 

Qsc = substrate conduction heat 
transfer per heated sec
tion, W 

Ra = Rayleigh 
number = g(3(Th-Tc) 
[length scale] Van 

Ra* = modified Rayleigh 
number = Nu Ra 

T = temperature, K 
Tcore = average fluid temperature 

a.tx/W=0.25, 0.5, and 
0.75 at a fixed y, °C 

x, y, z = 
W = 
a = 

P = 
a = 

Subscripts 
c = 
/ = 

h = 
H = 
m = 
w = 
y = 

Superscript 
= 

Cartesian coordinates, m 
width of the cavity, m 
thermal diffusivity = k/pC, 
m2 /s 
density, kg/m3 

standard error 

cold wall 
weighted average (equation 
(1)) 
heated section 
based on cavity height 
mean value 
based on cavity width 
based on local height, 
measured from bottom of 
cavity to midheight of 
heated section 

i 

average value 
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out that no studies dealing with the cooling of array of chips in 
a closed enclosure are available for comparison. It is believed 
that a substantial body of experimental data is needed in order 
to have a complete description of heat transfer, flow field, and 
flow regimes in this important area of electronics packaging 
problems. 

The purpose of the present work is to fill this gap and ex
perimentally study the buoyancy-driven flow and heat transfer 
in a vertical cavity with discrete heat sources on one vertical 
wall while the other vertical wall is cooled at a constant 
temperature. Only the flush-mounted heat source has been 
considered for the present work. However, this should later 
provide a basis for examining the effects of heated protrusion 
(bluff bodies) on flow structure and local heat transfer 
behavior in a cavity. 

Experimental Apparatus and Procedure 

The experimental apparatus consists of an enclosure with 11 
alternately unheated and flush-mounted rows of isoflux 
heated strips with H/W=16.5, D/W=10, Ll/W=L2/W 
= 0.75, and W=25.4 mm. The geometry, coordinate system, 
boundary conditions, and the details of the experimental ap
paratus are given in Fig. 1. The data that will be presented are 
for ethylene glycol (Pr~150) with nominal power inputs of 
Q = 5, 10, 20, 30, 40, and 50 W per heater. It should be noted 
that it is believed that the ethylene glycol results can be applied 
to liquid immersion cooling (Prandtl number of dielectric 
fluids such as FC-77 is about 28) without a loss of accuracy. 
Incropera et al. (1986) experimentally investigated forced con
vection heat transfer from discrete heat sources in a rec
tangular channel. They reported that their water (Pr = 5.4, 
8.3) data were in excellent agreement with their FC-77 
(Pr = 22.1, 28.1) results. 

The heated wall of the test cell, 596.9x254 mm, was con
structed out of 31.8-mm-thick phenolite sheet (k = 0.33 
W/m-K). Twelve slots, 19.1 mm wide, 3.5 mm deep, and 254 
mm long, were cut in this plate to place 19.1 x254 mm ther-
mofoil heaters with a thickness of 0.5 mm. The experiments 
reported in this paper were, however, conducted with only 11 
heaters. Each heater was covered with a 3-mm-thick 
aluminum plate (A:= 170 W/m-K) with a heat sink compound 
filled between the heater and the aluminum strip to reduce 
contact resistance. Thermocouples were then placed in 
grooves that were milled into each of the heated and three of 
the unheated sections of this plate. These thermocouples were 
located at the midheight of their respective sections. To ascer
tain that the end effects of insulated side walls are negligible, 
two thermocouples were also located on heater number 6 
(midheight) near the ends. The slots for thermocouple wires 
were filled with plastic steel. The phenolite plate was then 
sanded to obtain a smooth surface with heat sources and 
unheated strips arranged alternately in an array. All the ther
mocouples used in the instrumentation were 30 gauge copper-
constantan type. 

Thermocouples were also placed at different depths in the 
phenolite plate to estimate the conduction loss. Heater leads 
and thermocouple wires were taken out through the holes 
made in the phenolite plate, and were connected to a power 
panel and a digital data acquisition system, respectively. The 
power panel consisted of a voltage stabilizer, a step-down 
transformer, and four manually controlled voltage regulators. 
These voltage regulators were used to supply power to four 
circuits each consisting of a number of heaters in a series. 
Three of the circuits had three heaters each, and the fourth cir
cuit consisted of two heaters. The heaters for each circuit were 
carefully selected such that the variations in their resistance 
were less than 1 percent. Voltage information for each heater 

circuit was fed to the data acquisition system coupled with a 
personal computer for data reduction and analysis. 

The cold wall of the test cell was made out of two 9.6-mm-
thick brass plates. A 3.2 mm circular groove was milled in 
each plate. The groove made in one plate was a mirror image 
of the other, so that when the two plates were silver-soldered, 
the grooves met to form a channel. Cooling water from a 
constant-temperature circulator bath was run through this 
channel to maintain the plate at a constant temperature. The 
circulator could maintain water within 0.1°C. Several ther
mocouples were placed to within 0.5 mm of the cold surface to 
measure temperature at various locations. 

All other sides of the cavity were made out of plexiglass, 
12.7 mm thick, except the base, which was 25.4 mm thick. The 
side walls were fitted into the slots made in the base plate and 
sealed with silicone rubber. The top plate was provided with 
an O-ring to seal the test cell, and was free to move up and 
down. Two threaded rods were attached to the top plate to 
help in insertion and removal as well as positioning of the 
plate. 

The top plate in these experiments was positioned at the top 
edge of heater number 11, resulting in an inside height of 
419.1 mm and an aspect ratio of 16.5 for the enclosure. 
Although heater number 11 is thermally active unfortunately 
no heat transfer data for this heater can be reported. This is 
due to the fact that the thermocouple circuit for this heater 
was broken and could not be easily repaired. The power in 
each heater could be varied up to 50 W, i.e., 1.03 W/cm2 for 
the heated sections. The conduction losses through various 
walls of the cavity were also calculated to obtain net energy 
transported by the convective fluid. In general, the conduction 
loss was within 9 percent of the total power input for the 
present experiments. 

To examine the flow structure, flow visualization ex
periments were conducted for several power inputs. Neutrally 
buoyant aluminum powder (5 to 20 ixm. in size) was used with 
the ethylene glycol as convection medium to visualize the flow. 
The aluminum particles were illuminated by proper lighting to 
obtain still and video photographs. Ilford PANF ASA 50 film 
was used to take the photographs with an exposure time of 30 
to 90 s. Pictures were taken only when the information on the 
power inputs and temperatures was already collected by the 
data acquisition system. 

Uncertainty Analysis 

A Hewlett-Packard 3054A automatic data acquisition 
system, together with a HP 9817A personal computer, was 
used for data collection. The thermocouple outputs were 
measured to 0.1 /xV, which results in 0.0025°C sensitivity. A 
conservative estimate of the accuracy of the temperature 
measurements is ±0.1°C. This includes the errors introduced 
by reference junction compensation (±0.01°C), temperature 
difference along terminals, thermal offset, voltage-to-
temperature conversion error, and DVM accuracy. The 
voltage input to each heater circuit was measured with a sen
sitivity of 1 mV and an accuracy of 0.1 percent. Several runs 
were conducted where the voltage and current for each circuit 
were measured, and the calculated resistance was highly 
stable. These data indicated a maximum uncertainty of ± 1 
percent in the resistance of each circuit. The power input to 
each circuit was then calculated by using the measured voltage 
drop across the circuit and its respective resistance. This pro
cedure resulted in an uncertainty of ± 1 percent in the 
calculated power inputs. The uncertainty associated with the 
length scale used in the data reduction was ±0.25 mm. The 
thermophysical properties of the ethylene glycol were assigned 
an uncertainty of ± 2 percent. This judgment was based on the 
observed variations in the reported values in the literature. 
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Data Reduction

The local values of the thermophysical properties of
ethylene glycol were obtained at a reference fluid temperature
of

Results and Discussion

As mentioned earlier, the experiments with ethylene glycol
as convective medium were conducted for 5, 10, 20, 30, 40,
and 50 W per heating element (approximately). This covered a
local modified Rayleigh number Ra; range of 8.98 X 106 to

Ra* = Nu Ra (5)

Three length scales of local height y (Nuy, Ray, Ra;) , cavity
width W (Nu w' Raw, Ra~), and cavity height H (NuH , RaH'
Rali) are used, where appropriate, in the presentation and
discussion of the results. Furthermore, the average values are
distinguished by a bar superscript (e.g., Nu w ' RaH ).

Table 1 Average Rayleigh and Nusselt numbers lor ethylene glycol ex·
periments (A = 16.5, L1/L 2 = 1, 92<Pr<162)

Run No. Q (VI) na* ..., Ra H Raw NU",

5.85 X 106 2.87 X 109 6.40 X 105 9.14

10 1.25 X 107 5.04 X 109 1.12 X 106 11.14

20 2.91 X 107 9.73 X 109 2.16x106 13.47

4 30 4.85 X 107 1.42 X 1010 3.17xl06 15.30

5 40 7.12 X 107 1.87 X 1010 4.17x106 17.07

6 50 1.01 X 108 2.36 X 10 10 5.26 X 106 19.18

Fig. 2 Streak photographs lor the entire cavity: (a) 0 = 10 W,

Ra H =5.04x109; (b) 0=20 W, RaH=9.73x109; and (e) 0=40 W,

RaH =1.87 X 1010

5.09x 1012 while the local Prandtl number varied between
161.7 and 94.3. The range of average modified R~eigh
number studied in these experiments was 5.85 X 106 ~ Ra~ ~
1.01 X 108 (Table I).

Flow Visualization. The typical flow patterns visualized
are shown in Figs. 2-4. Figures 2(a-c) present photographs for
the entire cavity, and the local flow patterns in the central por
tion of the cavity are demonstrated in Figs. 3(a-c). Close-ups
of the above and below midheight regions of the cavity for
Q= 40 Wand 50 Ware presented in Figs. 4(a-b), respectively.
The cold wall in all thuhotographs is on the left side. The
flow for 10 W (Fig. 2a, Ra~ = 1.25 X 107) is observed to be
highly structured except for small regions near the end walls.
Figure 2(a) shows primary flow circulating from the hot wall
to the cold wall (counterclockwise in the figure), a secondary
flow with the same sense of circulation as the primary flow,
and a tertiary flow in the opposite direCtion of the secondary
flow. A close-up that clearly shows these three kinds of con
vection cell is presented in Fig. 3(a). The photographs in Figs.
2(a-c) show that as Rayleigh number is increased the

(3)

(4)

Nu = h[length scale]!k

Ra =g{3(T" - Tc)[length scalep /av

Tf = Tc+0.25(T" - TJ (1)

where T" is the local temperature of the heated segment, and
Tc is the cold wall temperature. Zhong et al. (1985) have
shown that this form of weighted averaging (equation (I» is
more appropriate than the arithmetic mean of T" and Te •

The local heat transfer coefficient for a given heater was
calculated as

The overall uncertainty in the Nusselt and Rayleigh
numbers varies with the power input. Smaller power input
results in a larger uncertainty primarily because of a lower
temperature difference across the cavity and a higher fraction
of energy lost by conduction. As the power input is increased,
the uncertainty in the experimental data decreases. The
estimated uncertainties in Nu w and Ra~ are 3.0 to 5.2, and 7.7
to 8.1 percentages, respectively. It should be noted that the
uncertainty in these parameters is reduced when they are con
sidered in terms of local values since the percent error in the
length measurement is decreased.

h=(Q-QL-Qse)/A,,(T,,-Te) (2)

where Q is the power input to the heater, QL is the heat loss
per heater to the laboratory environment, Qse is the substrate
conduction heat transfer, A" is the surface area of the heater,
and (T" - Tc ) represents the temperature difference between
the heater and the cold wall. The substrate conduction heat
transfer (which eventually is convected to the working fluid in
the unheated section) was calculated using a two-dimensional
unit cell conduction heat transfer model. The unit cell
represented the details of the phenolite plate from midheight
of a heated section (with a line source 3 mm from the surface)
to the midheight of the adjacent unheated section. The
measured temperatures were used to specify the boundary
conditions of the unit cell. The substrate conduction heat
transfer was calculated for heaters 3, 6, and 9, where the
temperature of the adjacent unheated section is known, for all
power inputs. For a given power input, it was found that Qsc
was nearly the same (within 1 percent) for these heaters.
Therefore, for each run all the heaters were assigned the
average value of Qsc of heaters 3, 6, and 9. The calculated
substrate conduction heat transfer varied from 12 percent (at 5
W/heater) to 7 percent (at 50 W/heater) of the total convected
energy.

The local Nusselt, Rayleigh, and modified Rayleigh
numbers used in the presentation of the data were calculated
by
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wavelength of the secondary flow cells decrease (as expected).
The observed number of secondary flow cells is 6, 4, and 1 at
Rat. = 1.25 x 107 , 2.91 X 107 , and 7.12 x 107

, respectively.
A survey of literature on natural convection in a differen

tially heated, tall vertical cavity reveals that Elder (1965), for
the first time, had observed multicellular flow patterns for an
oil with PI' = 1000. Vest and Arpaci (1969) observed this for
silicone oil (PI' = 900) in a cavity of aspect ratio 20. Bergholz
(1978) later showed that the traveling wave solutions arise
from the instability of the transition and boundary-layer
regimes for low Prandtl number fluids. However, Bergholz'
analysis showed that the secondary flow becomes steady at
high Prandtl numbers, a situation applicable to Elder's study.
Extensive numerical work by Thomas and de Vahl Davis
(1970), de Vahl Davis and Mallison (1975), Lee and Korpela
(1983), and others supports the existence of multicellular flow
patterns in a tall cavity and reports that traveling cells may ex
ist under certain circumstances. The flow visualizations by
Elder (1965) and Seki et aI. (1978) also show the presence of
tertiary flow. de Vahl Davis and Mallinson (1975), and Pepper
and Harris (1977) have obtained this three-cell flow structure
via numerical calculations. A similar computation and further
experiments by Seki et aI. (1978) confirm this structure of the
flow at high Prandtl numbers. They have stated that the ter
tiary flow that emerges between the secondary flows might be
considered to be caused by the shear force due to the second
ary flows.

The present flow patterns (Figs. 3a-c) and those reported in
the literature further suggest that the tertiary cells first appear
at the midheight of the cavity in a region close to the cold wall
(higher viscosity region) due to the viscous effects. As the
Rayleigh number increases, the velocities in both the second
ary and tertiary cells increase. The tertiary cells, however,
grow significantly in size with the Rayleigh number, and tend
to displace the neighboring secondary cells. (Fig. 3c).

Another interesting feature of these flow patterns is the fact
that at a given y, it is quite possible to have laminar and tur
bulent flows coexist across the cavity (Figs. 4a, b). The flow
pattern above the midheight region of the cavity for Q=40 W
(Fig. 4a, Ra;'=7.12X 107) shows that the flow along the
"hot" wall is going through transition from laminar to tur
bulent flow, while the downward flow along the cold wall is
clearly laminar. It should be noted that the local length scale
for calculating the Ray or Ra; should be measured from the
bottom of the cavity for upward flow, and the top of the cavi
ty for downward flow. Therefore, the turbulent upward flow
corresponds to a local Rayleigh number greater than the
critical value for onset of turbulent flow. Conversely, the local
Rayleigh number for laminar downward flow is sufficiently
small that laminar flow condition prevails. The photograph
indicating laminar upward flow and turbulent downward flow
at a region below midheight of the cavity is shown in Fig. 4(b)
(Q = 50 W, Rat. = 1.01 x 108).

'd

In order to determine the value of the critical local Rayleigh
number for the onset of turbulent flow, the photographs
showing the details of the flow above midheight of the cavity
have been analyzed. The results of the analysis of the
photographs are tabulated in Table 2. In that table, the lowest
Ray and Ra; at which unsteady or turbulent flow was first
observed, as well as the maximum Ray and Ra; at which the
flow was laminar, are given. The data in Table 2 clearly in
dicate that the modified Rayleigh number is the appropriate
parameter for specifying the critical value for onset of tur
bulence. Based on these data, and allowing for one L 1 error in
specifying the local height, it is suggested that turbulent flow
should be expected when 9.3 x lOll < Ra; < < 1.9 X1012

.

In general, the present flow patterns are similar to those
observed by Seki et aI. (1978) and other investigators studying
natural convection in tall enclosures with two isothermal, but
different, vertical walls. However, no statement can be made
with respect to differences in the velocities, or for that matter,
the sequence of change in flow pattern with respect to a com
mon flow parameter. Moreover, it should be noted that the
present problem is fundamentally ,different from the
numerous studies of natural convection in enclosures where
the entire "hot" wall is heated (be it isothermal or isoflux). In
the case of a fully heated vertical wall, for a sufficiently small
temperature difference across the cavity, the heat transfer
mode will be conduction flow regime (Nu w = 1.0). As the
temperature difference is increased, and the critical Ray.leigh
number is reached, the convection motion due to
hydrodynamic instability is initiated (Nu .. > 1.0). The present
problem, however, is inherently unstable. Therefore, the
smallest temperature difference between the heated sections
and the cold wall results in convection motion (Nu .. > 1.0).
Consequently, it should be expected that the present heat
transfer coefficients will be much higher than those of a
uniformly heated wall (isothermal or isoflux) enclosure.

Temperature Distribution. The temperature distribution,
T- Te , across the cavity (xIW=O, 0.25, 0.5, 0.75, and 1.0) at
each heated section elevation for Q= 5 W is given in Fig. 5. A
slight temperature inversion at the core (from xl W = 0.25 to
0.75) is observed (this behavior persists for all power inputs).
This phenomenon has also been observed in the boundary
layer flow regime in a vertical cavity with an isothermal heated

Flg.4 Detail flow patterns for: (a) 0 = 40 W, above the midhelght region
01 the caVity; and (b) Q = S0 W, below the midheight region 01 the caVity

Fig. 3 Streak photographs showing primary, secondary, and tertiary
flows In the central region of the cavity: (a) 0 = 10 W, RaH = 5.04 x 109;
(b) 0=20 W, RaH = 9.73 x 109; and (c) 0= 30 W, RaH = 1.42 x 1010

(ol (b)
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Table 2 Lowest local Rayleigh numbers (Ray, Raj) at which unsteady 
or turbulent flow was observed 

Q (W) 

20 

30 

40 

50 

Heater 
No. 

10 

8 
9 

7 
8 

6 
7 

Laminar 

1.1 XIO'O 

6.3 x 109 

4.8 X 109 

3.8 x 109 

Observed Flo 

Unsteady or 
Turbulent 

Ray 

9.9 X 10'0 

8.3 X 109 

6.0 X 109 

j Condition 

Laminar 
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Turbulent 

Ra*y 

1.5 X 1012 

1.4 X 1012 

1.1 X 1012 

()=5 

" 

« 

N-10 

N-l 

• 

a 

a 
D 
a 
a 
D 
a 
n 
a 

• 

a 
a 
• 

a 
a 
a 
a 
a 
a 

a 

a 

a 
D 
n 
D 
n 
a 
a 
• 

a 
p 

a 

a 

a 
D 

a 

n 
D 

0 .5 

Fig. 5 Temperature distribution, T - T c 

heated section elevation for Q = 5 W 
across the cavity at each 

wall by Korpela et al. (1982) and other investigators. The 
temperature profile at x/ W= 1.0 (for the heated sections only) 
for all the experimental runs is presented in Fig. 6(a). The 
numerical values of T— Tc for the three instrumented 
unheated sections along with their respective preceding and 
succeeding heated sections are also given in Table 3. 

The temperatures of the heated sections (Fig. 6a) show a 
steady increase from heater 1 to 10 at Q = 5 W and 10 W. The 
temperatures of heaters 6 (midheight) and 7 are nearly the 
same for Q = 20 W to 50 W. The variation of surface 
temperature depends on changes in the flow pattern (presence 
of a secondary or tertiary flow cell), flow regime (laminar, 
transional, unsteady, turbulent) and the stratification 
parameter. Therefore, no single explanation can be offered 
for the measured profiles. The temperature of the unheated 
section (Table 3), T— Tc, is nearly the same as that of the 
heated section preceding it by two heaters. For example, at 
Q = 50 W, T-Tc for the unheated section between heaters 9 
and 10 is 48.70°C, which is equal to that of heater 7. The 
reader should be cautioned against interpreting the magnitude 
of T— Tc of the unheated sections as evidence of substantial 
heat transfer to the fluid. The convection heat transfer is 
dependent on the temperature gradient near the surface, which 
in turn is strongly influenced by the stratification parameter. 
The temperature gradient is also a function of the local flow 
velocity, which is partially dependent on the local buoyant 
force. 

In order to demonstrate the effect of stratification on the 
surface temperature distribution, T- TCore for the heated sec
tions is plotted for Q = 5 W to 50 W and presented in Fig. 6(b). 
TCoTe is the average of the three probe temperatures at the 

20 .0 -

Fig. 6 Temperature of the heated sections for all the power inputs: (a) 
Tft - Tc ; and (b) Th - TC o r e 

given heater elevation. T— TCQK is nearly constant for all 
heaters (expect heaters 1 and 10), for Q = 5 W and 10 W. The 
two runs correspond to flow conditions where the secondary 
flow patterns cover a large vertical extent of the cavity. As 
mentioned earlier, as Rayleigh number increases, the portion 
of the cavity which is covered by secondary flow cells 
decreases. The secondary flow cells were observed in the 
midsection of the cavity for power inputs up to Q — 30 W. The 
data in Fig. 6(b) indicate that T— TCoK for heaters 3 to 9 can 
be approximated with an average value ± 6 percent for Q = 5 
W to 30 W runs. The temperature differences for Q = 40 W 
and 50 W correspond to flow patterns where only one second
ary flow cell (next to heater 5) was present. Moreover, the flow 
above the midheight was in transition to turbulent flow. In
deed, for Q=50 W, T~TCott of heater 10 (fully turbulent 
flow) is 4.36°C (20 percent) less than that of heater 1. In sum
mary, it can be stated that when secondary flow cells cover a 
large extent of the cavity, the surface temperature is essentially 
a function of stratification. 

Heat Transfer Results. Figure 7 presents the local Nusselt 
number Nu„, plotted against the cavity-modified Rayleigh 
number Ra*. Since Ra* is directly proportional to power in
put q, the Rayleigh number in Fig. 7 is observed to be almost 
constant for each set of experiments; a small increase in Ra* 
with the increasing heater number N is caused by the property 
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Table 3 Temperature readings ( T - Tc , °C) at insulated segments along 
with preceding and succeeding heater temperatures 

Table 4 Coefficients C, exponents m, and standard errors a, for heat 
transfer correlations (equation (6)) 

Power I n p u t Per H e a t e r (W) 

20 30 

7.35 

5.74 

7.81 

8.87 

7.57 

9.29 

10.87 

9.37 
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14.74 
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Fig. 7 Local Nusselt numbers Nu w versus their respective local 
modified Rayleigh numbers Raj,, for heaters 1 to 10 

variation. Figure 7 shows that for a fixed power input (or 
Raj,), the heat transfer coefficient generally decreases with the 
increase in height (or heater). The rate at which Nu,, decreases 
with the increase in heater number is, however, a strong func
tion of the heater location. The variation in Nu„, is minimal 
between the pairs of heaters 4 and 5, 6 and 7, and 9 and 10, 
whereas it is largest between the heaters 1 and 2, 2 and 3, and 5 
and 6. Indeed, it is possible that the heat transfer coefficient 
for N= 7 exceeds that of N= 6. It should be noted that these 
heat transfer coefficients are calculated based on the 
temperature difference of Th~Tc. Therefore, the differences 
among the Nuw of the heaters is partially due to stratification 
(please refer to discussion of Fig. 6b). Nevertheless, the 
changes in the flow pattern and flow regime can be of suffi
cient impact to overcome the stratification effect, thus 
resulting in a slightly higher Nuw for heater 7 than for heater 
6. Park and Bergles have reported that the ratio of the heat 
transfer coefficient of the top heater to that of the bottom one 
(at a fixed modified Rayleigh number, for the case of two 
flush in-line heaters) reduces from an asymptotic value of 0.9 
to 0.78 as L/Li decreases from 9.94 to 1.42. The ratio of the 
heat transfer coefficient of heater 2 to that of heater 1, at a 
fixed Ra*, in the present study (L/Ll = 2) is 0.79. The Nuw of 
each heated section is correlated in terms of Ra* in the form 
of 
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Fig. 8 Present local Nusselt numbers compared with the reported 
results for a smooth flat plate (Vliet, 1969), a miniature heat source on a 
vertical surface (Park and Bergles, 1987), and for vertical plates and 
channels with protruded heaters on one wall (Ortega and Moffat, 1985, 
1986a); all of these studies were conducted for constant flux heating 

and the constants C, exponents m, and the standard errors a, 
are tabulated in Table 4. These correlations represent the ex
perimental data with maximum error of 2.7 percent. 

Present values of Nu,, are compared with predicted/ 
measured Nusselt numbers for a smooth vertical plate (Vliet, 
1969), a miniature flush-mounted heating element on a ver
tical surface (Park and Bergles, 1987), an unshrouded vertical 
plate with protruded heating elements, and a vertical channel 
with protuberance (Ortega and Moffat, 1985) in Fig. 8. All of 
these studies were conducted for constant flux heating. It 
should be noted that Vliet's empirical correlation (for air and 
water) 

Nu =0.6Ra;0 2 
(7) 

predicts Nusselt numbers 3.3 percent lower than that obtained 
by using the Fujii and Fujii (1976) correlation of laminar 
boundary layer flow for Pr=125 (1975). The correlation of 
Park and Bergles (1987) used in Fig. 8 is obtained for their 
widest flush-mounted heater width in the spanwise direction 
(width = 20 mm, water data) 

Nuw = CRa*" (6) Nu^,= 1.035 Ra;a i 8 4 
(8) 
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which takes into account the edge effects. In Fig. 8, the cor
relation of Park and Bergles (1987) is extended beyond the ex
perimental range of Ra* for which it was determined 
(Ra;<107). 

The experimental data of Ortega and Moffat, presented in 
Fig. 8, are directly taken from their report (1986a). Only two 
extreme cases have been considered for the comparison: the 
unshrouded vertical plate and the vertical channel with 
smallest gap-width (W/L = 0.5). In both cases, their data for 
0.2, 0.4, and 0.8 W per element have been reproduced. It 
should also be noted, however, that their data for the first two 
arrays of heaters are not plotted in Fig. 8. It is recognized that 
the data presented in Fig. 8 has been obtained from different 
geometric configurations, and are for various Prandtl 
numbers (air, water, ethylene glycol). Moreover, they repre
sent different flow regimes. For example, Ortega and Moffat 
(1985) have reported that their air data are in turbulent flow 
regime over the entire Ra* range, while the liquid data at the 
same range are in the laminar flow regime. Nonetheless, it is 
interesting to note that the extension of the correlation of Park 
and Bergles, equation (8) with ±25 percent lines drawn, will 
cover the present data, Vliet's correlation, equation (7), and 
the data of Ortega and Moffat (1986a) (except few points at 
R a ; < 3 x l 0 6 ) . 

The present local Nusselt numbers for all heaters have been 
correlated in terms of Ra * as 

Nu, = 1.009 Ra;01805 (9) 

This correlation predicts the experimental data with an 
average error of 6.64 percent. The minimum and maximum er
rors are 0.4 percent and 19.5 percent, respectively. In the pres
ent experiments, the heater width in the span wise direction 
was 254 mm. Park and Bergles (1987) have suggested that the 
heater edge effect vanishes at a width of 70 mm. Using the 
heater width effect proposed by them, equation (8) for the 
limiting case (water data, heater width in z direction of 70 mm) 
becomes 

Nu7 = 0.91Ra;0184 (10) 

The present correlation, equation (9), at Ra*= 1.0 x 107 and 
5 x 1012, predicts Nusselt numbers that are 4.8 and 0.1 percent 
higher than those obtained from equation (10), respectively. 
The agreement of the present correlation (equation (9) for 
9 4 < P r < 162) with the extension of the proposed correlation 
by Park and Bergles (equation (10) for the limiting case of the 
heater width effect, 2 .7<Pr<5.6) is quite remarkable. This 
agreement is attributed to the fact that the present problem 
(recirculating convection) is inherently unstable (as discussed 
earlier) and the smallest buoyant force results in convection 
motion, which is exactly the case for external convection (Park 
and Bergles study). It should be noted that the results of Park 
and Bergles (equations (8) and (10)) are for a single flush-
mounted heater, and y represents the distance from the 
leading edge of the heater to its midheight, whereas in the 
present work (array of flush-mounted heaters) y is measured 
from the bottom of the cavity to the midheight of a given 
heater. 

At this point, it may be interesting to compare the present 
heat transfer results with those for a vertical cavity fully 
heated on one side wall. Since the relevant information on 
local Nusselt number is not available for the fully heated cavi
ty, only the average Nusselt number can be compared. For this 
purpose, the present data are compared with those calculated 
from the McGregor and Emery (1969) correlation for laminar, 
free convection in a tall cavity 

Nulv = 0.42Ra^25Pr0-01M-0-30 (11) 

for 

104<RaB ,<107 , 10<yl<40, K P r < 2 x l 0 4 

This correlation is based on the experimental data for constant 
flux heating and predicts Nusselt numbers, in the present 
range of Rayleigh number, that are higher than those 
predicted by their correlation^for turbulent flow. The present 
average Nusselt numbers at Raw = 6.4 x 105 and 5 . 2 6 x l 0 6 

(tabulated in Table 1) are 68 and 108 percent higher than those 
predicted by equation (11) (for y4 = 16.5 and Pr=135), 
respectively. 

It is thus evident that the heat transfer coefficient in a ver
tical cavity can be enhanced significantly by distributing the 
heat sources, i.e., changing the problem from one with a 
stable base conduction flow regime to one that is inherently 
unstable. In the case of a tall cavity with equal widths of 
heated and unheated sections (Ll=L2), this enhancement is so 
great that the Nusselt numbers may exceed that for a fully 
heated, smooth vertical plate, and may be close to that for a 
surface with flush-mounted heating elements. 

Final Remarks 

" Discrete flush-mounted heating in an enclosure (recir
culating convection, cooled from the side) results in local 
Nusselt numbers that are nearly the same as those reported by 
Park and Bergles (1987) for a wide flush-mounted heater on a 
vertical plate. This is believed to be due to the fact that the 
present problem is inherently unstable, and the smallest 
temperature difference between a heated section and the cold 
wall results in onset of the convection motion. 

• The heat transfer data and the flow visualization 
photographs indicate that the stratification is the primary fac
tor influencing the temperature of the heated sections. This 
behavior persists for all the runs where the secondary flow 
cells cover a large vertical extent of the cavity. 

8 Based on the analysis of the photographs, it is suggested 
that the turbulent flow should be expected when 
9 . 3 x l 0 " < R a ; < 1 . 9 x l 0 1 2 . 

• It is found that at a fixed Ra* the heat transfer coefficient 
of heater 2 is 79 percent of that of heater \{L/LX =2). Park 
and Bergles (1987) have reported a value of 78 percent for the 
case of two flush in-line heaters with L/Lx = 1.42. 

• The results indicate that the average Nusselt number 
Nuw for the discrete heating case is substantially higher than 
that of a fully heated vertical cavity. For the present range of 
Ra^, Nu„ is from 68 to 108 percent higher than that re
ported by McGregor and Emery (1969) for the fully heated 
wall. 
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Natural Conwection in Shallow 
Enclosures With Differentially 
Heated Endwails 
We consider a low-aspect-ratio two-dimensional rectangular cavity, differentially 
heated with an arbitrarily large horizontal temperature difference. Steady-state 
results obtained from numerical solutions of the transient Navier-Stokes equations 
are given for air using the ideal gas law and Sutherland law transport properties. We 
clarify the different flow regimes possible by using numerical results for aspect 
ratios 0.025 < A < 1 and for Rayleigh numbers (based on height) 102 < Ra < 109. 
We present Nusselt numbers, and temperature and velocity distributions, and com
pare them with existing data. At high Ra in the Boussinesq limit we show the ex
istence of weak secondary and tertiary flows in the core of the cavity. In addition we 
present novel solutions in the non-Boussinesq regime. We find that the classical 
parallel flow solution, accurate in the core of the cavity in the Boussinesq limit, does 
not exist when variable properties are introduced. For higher Rayleigh numbers, we 
generalize the well-known analytical boundary layer solution of Gill. The non-
Boussinesq solutions show greatly reduced static pressure levels and lower critical 
Rayleigh numbers. 

1 Introduction 

A natural convection flow that has numerous engineering 
and geophysical applications is that arising in a rectangular 
cavity with differentially heated endwails. Cavities with small 
aspect ratios have not received as much attention as those with 
aspect ratios larger than unity. Furthermore, to our 
knowledge all analytical and experimental studies conducted 
to date on this problem have been in the Boussinesq or near-
Boussinesq limit. 

In exemplary studies, the problem was treated by Cormack 
et al. (1974a, 1974b) and Imberger (1974) analytically, 
numerically, and experimentally, respectively. Cormack et al. 
(1974a) presented an asymptotic solution to the laminar 
problem. This solution is valid in the aspect ratio limit of A —0 
for fixed, though arbitrary, values of the Rayleigh and Prandtl 
numbers, and is assumed to consist of two distinct regions: a 
parallel flow in the central core (first obtained by Hart, 1972) 
and a nonparallel flow confined within a distance of order H 
from the endwails. Cormack et al. (1974b) developed an 
algorithm for the numerical solution of the flow in the cavity. 
They found their results to be in good agreement with the 
parallel flow solution obtained by Cormack et al. (1974a) pro
vided A<0.1 and Ra 2 / l 3<10 5 . In addition, the solutions 
show a parallel flow transition between the asymptotic limit of 
Cormack et al. (1974a) and the boundary layer limit (A fixed 
and Ra—oo) of Gill (1966). Imberger (1974) presented ex
perimental results for water with ,4 = 0.01 and 0.019 in the 
range 1.31 X 10 6 <Ra< 1.11 x 108. Most of the flow features 
indicated by the numerical work were qualitatively observed in 
the experimental work. When Ra.2A3 becomes nearly 10" , ex
periments indicate that the midheight of the cavity becomes an 
isotherm and there is a slow central circulation throughout the 
entire shallow cavity. We note that while A can be decreased 
by increasing the length of the cavity without varying the 
Rayleigh number, often to change the aspect ratio in an ex
periment the height is decreased, thus forcing a large increase 
in temperature difference to keep the Rayleigh number fixed. 
Use of this experimental procedure to verify numerical 
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Boussinesq results has limited validity since the numerical 
solutions do not account for property variations. 

Bejan and Tien (1978) extended the asymptotic analysis of 
Cormack et al. (1974a) to include both Ra—0, A finite, and 
v4—0, Ra finite. They also developed a Nusselt number cor
relation in the boundary layer regime and an empirical correla
tion including both limits. Bejan et al. (1981) presented ex
perimental results for water with ,4=0.0625 and 
2 x l 0 8 < R a < 2 x 109. They showed that, contrary to the 
assumption of Bejan and Tien, for Ra1 / 4^ > 1, the core flow is 
nonparallel and is dominated by horizontal intrusions flowing 
along the two insulated horizontal walls and embracing a prac
tically stagnant and thermally stratified fluid. In addition they 
observed weak counterflow. Finally, by statistically analyzing 
previously published experimental work, Ostrach (1982), in a 
recent review paper, shows that the heat transfer varies with 
Ra03 for A < 0.1 and Ra > 5 X 105. He notes that the variation 
with Ra02 obtained by Bejan and Tien is incorrect since they 
assumed that the core flow was parallel in matching with the 
boundary layers in the end regions. 

In this work we improve the understanding of the small-
aspect-ratio problem. Specifically, we study two-dimensional 
rectangular cavities with rigid walls and whose horizontal 
walls are insulated, while the vertical walls are at constant but 
different temperatures (the two-dimensionality assumption 
has been shown to be valid in a number of experiments, e.g., 
Ostrach et al., 1980; Kamotani et al., 1983). We emphasize 
non-Boussinesq effects arising from property variations due to 
large temperature differences. In addition, we extend the 
numerical solution in the Boussinesq regime to Rayleigh 
numbers larger than available in the literature. Numerical 
solutions of the transient Navier-Stokes equations are used to 
generate laminar steady-state results. The use of the transient 
form of the equations was necessary to obtain oscillatory 
stability results. 

2 Problem Definition 

Consider a two-dimensional rectangular enclosure of width 
L and height H filled with a gas. The gas is initially quiescent 
at a uniform temperature T0 and pressure p0. The walls of the 
vessel are initially at the same temperature T0. At times larger 
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Fig. 1 Problem definition 

than zero, the left and right walls are maintained at 
temperatures of Th and Tc, respectively, where Th>Tc. The 
top and bottom walls are insulated. The above problem is il
lustrated in Fig. 1, where we have used the following 
nondimensionalizations: 

x?=Hxh t* 

=p0p, T* = T0T 

t, v, 
H 

u 
', P*=PoP 

K — KQ/C, 

= Uvh 

n* = Pou
2u, (2.1) 

c = c c 

The independent dimensionless parameters appearing in the 
problem are 

A = 

Pr = 

H 

17 
" o 

AT 
7 = 

Ra = 

2T0 

PagtfAT 

CPO 

c"o 

M = 
U (2.2) 

The problem evolves in time t and can be described in terms 
of the velocity components vt = (u, v) in the x( = (x, y) direc
tions, the density p, temperature T, and pressure/?. The gov
erning equations are statements of conservation of mass, 
momentum, and energy, with the addition of a state equation 
describing the gas. These equations, valid under a small Mach 
number approximation, have been derived by Paolucci (1982) 
and are given as follows: 

dp dpVj 

~W ~dx. 
- = 0, (2.3) 

dpV: d 

dt 

an RaPr a 
1 pri: + Pr 

ax) 2e ox i 

(2.4) 

PCP( 
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~a7 -+v. 
dT 

dx, • ) -

dp _ d 

dt dx, 

I oT \ 

P = p(p, T), 

(2.5) 

(2.6) 

where n=/? ( I ) /(7M2) is a reduced pressure that accounts for 
hydrostatic and dynamic effects, pm is the second term in the 
Mach number expansion of p and is 0(M2), nt is the unit vec
tor in the direction of gravity, and the viscous stress tensor is 
given by 

= /* 
/ dv-, dv: \ 2 

VaJr + ^x~)~^5^ 
dVk 

dxk 

(2.7) 

The thermal conductivity, viscosity, and specific heat at con
stant pressure are functions of the thermodynamic variables. 
The Mach number only serves as a scaling for the pressure 
component n , which contains both dynamic and hydrostatic 
effects. T only enters into the transient solution. 

The dimensionless initial and boundary conditions are (see 
Fig. 1) 

vi(x,y,0) = 0, p(0) = l, T(x,y,0)=\, (2.8) 

Vi(0,y, t) = Vi(l/A,y, t)=v,{x,0, t)=vt(x, I, 0 = 0, 

T(0,y,t)--

dT 
1+e, 

(x, 0, t) 

m/A<y,t): 
dT 

1- (2.9) 

(x, 1 , 0 = 0 . 
dy " "' "' dy 

We note that it is difficult to maintain adiabatic boundary 
conditions on the horizontal walls in an experiment at ^4—0. 
This is particularly so in the non-Boussinesq range since we 
use a gas as the working fluid. However, we point out that the 
results obtained near the Boussinesq limit are valid for any 
Newtonian fluid. 

The spatially uniform pressure p=p(-°Ht) appearing in the 
energy equation and the equation of state, which represents 
the first term in the expansion ofp, accounts for the change of 
the static pressure with time. The separation of the pressure 
components, holding under the small Mach number approx
imation, is the essence of the acoustic wave "filtering" 
(Paolucci, 1982); however this splitting introduces/? as an ex
tra unknown. It can be shown that the differential equation 
for p using the ideal gas equation of state 

p = pT (2.10) 

is obtained by a statement of global mass conservation and the 
use of boundary conditions: 
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If we let 

D-
dXj 

(PVJ), 

(2.11) 

(2.12) 

then it can be shown that the continuity equation (2.3) is iden
tically satisfied if the pressure component II is obtained from 
the following elliptic equation: 

a2n 
dXidXt 

R: D, 
dX: ' dt 

where 

R,= — (pVjV,)+Pr-
RaPr 

•P»i-

(2.13) 

(2.14) 
dXj J ' dXj " 2e 

In this paper we only present results for an ideal diatomic 
gas {cp = \, 7 = 7/5) with a reference Prandtl number 
Pr = 0.71. The dimensionless thermal conductivity and viscosi
ty are obtained using the Sutherland-law forms 

k=r>\\+sk)/{T+sk), 

/x=r/2(i+s,)/(r+sM), 
(2.15) 

(2.16) 

where White (1974) gives the dimensional values of S* = ST0 

for viscosity and conductivity for a variety of gases along with 
their corresponding ranges of validity. Although the local 
Prandtl number is constant when Sk = S and the specific heat 
at constant pressure is constant, this simplification is not 
justified in many cases. 

Here we use the dimensionless values of 5^ = 0.368 and 
5^ = 0.648 (local Prandtl number not constant). As an exam
ple, when T0 = 300 K, Th = 480 K, and Tc = 120 K (e = 0.6), for 
air (Hilsenrath et al., 1960) the maximum viscosity error for 
the entire temperature range is less than 1 percent, that for cp 

is approximately 2 percent (at the hot wall), and the maximum 
error in k is near - 6 percent (at the cold wall). The accuracy 
of equation (2.15) degrades rapidly above e = 0.6. 

It is interesting to note that the steady-state results given 
here apply as well to gases other than air, although the 
temperature range may be somewhat different. For example, 
at a reference temperature of 260 K, hydrogen has a reference 
Prandtl number of 0.70, and S,, = 0.372 and Sk = 0.641, so that 
the results should be approximately the same as those for air, 
but for different values of L, H, and AT. 

3 Numerical Scheme 

The physical domain is discretized in the x-y plane using 
three interlacing meshes as shown schematically in Fig. 2: one 
(®) for the horizontal velocity component u, one ( a ) for the 
vertical velocity component v, and one ( x ) for all scalar 
variables. The positions of the grid points and their spacings 
are chosen such that the fluid boundaries lie between scalar 
points ( x ) . Thus, the top and bottom boundaries go through 
v points ( • ) , and the vertical boundaries go through u points 
( • ) . Note that there is one layer of grid points outside the 
region of interest, as indicated in Fig. 2, to facilitate the ap
plication of boundary conditions. Most of the computations 
were performed with an 81x41 grid network. The grid 
distribution was uniform in the vertical direction, while in the 
horizontal direction the nonuniform distribution described by 
Paolucci and Chenoweth (1988) was used. We note that the 
grid size ratio between the minimum and maximum size in the 
horizontal direction was varied between 0.003 for high 
Rayleigh numbers to 1.0 for the low Rayleigh numbers. 

We have solved equations (2.4), (2.5), (2.7), (2.10), (2.11), 

• X • X • X • 

X (> X o X o X <» X 

X o X » X O X u X 

X o X o X «> X <» X 

• X • X • X • 

Fig. 2 Schematic structure of the discretized region in the x-y plane 
for the horizontal velocity u (» ) , the vertical velocity v{a), and all scalar 
variables ( x ) . Thick full lines denote the boundaries of the rectangular 
region at x = 0, MA (vertical lines) and y = 0, 1 (horizontal lines). 

and (2.13)-(2.16) using primitive variables on this staggered 
grid with an explicit predictor-corrector finite-difference 
method using forward differences for time derivatives and 
central differences for spatial derivatives, with a truncation er
ror 0(A/, Ax2). For details and description of the computa
tional procedure the reader is referred to Chenoweth and 
Paolucci (1986). 

The fluid velocity is prescribed on the boundaries of the 
cavity. This is done in two different ways: At those points ly
ing on a boundary we fix the corresponding velocity compo
nent to the desired value, e.g., «(®) = 0 at x = 0, \/A\ for 
those components for which the computational points do not 
fall on a boundary, we force two interior points and the point 
exterior to the boundary to give the desired value at the wall by 
adjusting the velocity at the outside points by quadratic ex
trapolation. Temperature points do not lie on any boundary. 
Hence, we force two interior points and the point exterior to 
the boundary to yield a constant temperature on the vertical 
walls and a zero flux on the horizontal walls by quadratic 
extrapolations. 

In solving the discretized form of the Poisson equation 
(2.13) knowledge of the reduced pressure gradient normal to 
the walls is required. A simple and popular choice is to set this 
gradient to zero as for boundary layer flows. For physical 
reasons no boundary conditions for II ought to be prescribed 
at the walls. A zero gradient normal to the walls, however, is 
not a bad approximation as long as the Rayleigh number is 
high, so that a boundary layer exists, and as long as this 
boundary layer does not separate from the surface. Such is not 
the case in all wall regions of the cavity. A consistent and cor
rect condition for the reduced pressure gradient is obtained by 
evaluating the momentum equations (2.4) at the walls. 

All computations were perfomed within the parameter 
range Ra=102-109 , . 4 = 0 . 0 2 5 - 1 , e = 0.005-0.6, by a time-
accurate integration of the equations so as to obtain the limits 
of steady flow presented in Section 4. All results presented in 
this work are at steady state. In addition, even though the 
computations were done using primitive variables, all velocity 
field results are presented in terms of the stream function 
defined by 

PU=—r— . PV= r—, (3.1) 
by dx 

to facilitate the display of recirculating regions. For validation 
and check of the accuracy of the computer program, the 
reader is referred to Chenoweth and Paolucci (1986). 
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(a) £ = 0.005 

Fig. 3 Flow regions dependence on A, Ra and c. Solid lines bound 
regions for < = 0.005, while the dashed line separates regions for < = 0.6. 
The shaded area represents transition to turbulence. All flow regions 
bounded by the numbered lines are explained in the text. 

4 Flow Regimes 

Figure 3 gives the various flow regions classified according 
to different velocity field behaviors. This figure is the result of 
many calculations and is given in A-Ra space for Pr = 0.71 
and two values of e; the solid lines are for e = 0.005 and the 
dashed line is for e = 0.6. The numbered solid lines bound the 
different flow regions. 

To the left of I the core flow is parallel. Cormack et al. 
(1974a) and Hart (1972) give the exact solution for this flow. It 
can be easily shown that in this region the maximum horizon
tal velocity is um = ± Ra/72\/3~ and its location is at 
ym = 0 rFl/'\/f)/2. In the region between I and II, parallel 
flow still exists in the core, but the magnitude of the maximum 
velocity decreases below um, even though its location remains 
the same. Cormack et al. (1974a) as well as Bejan and Tien 
(1978) give formulas for the variation of um that depend on 
aspect ratio and Rayleigh number. The flow remains 
unicellular between II and III, but the core flow becomes non-
parallel and boundary layers exist next to the active walls. 
Thus all regions to the right of II are considered to be in the 
boundary layer regime. In the region between III and IV, 
secondary flows develop in the top-left and bottom-right 
(emerging) corner regions. These secondary flows separate 
and elongate as the Rayleigh number is increased and even
tually grow to occupy most of the core region. The flow re
mains steady in the region between IV and V, but a weak ter
tiary flow develops in the center of the core region. The rota
tion of this cell is the same as to those of the primary and 
secondary flows. Finally to the right of V the flow becomes 
unsteady and eventually becomes turbulent to the right of VI. 
The unsteady flow is in the form of oscillations near the active 
walls. These oscillations, and resulting turbulence, are local
ized near the endwalls and emerging corners, and do not 
penetrate the central core region. We remark that throughout 
the entire boundary layer regime, the temperature in the cen
tral core region is approximately linearly stratified with 
horizontal isolines. 

For e = 0.6 the flow is unicellular approximately up to line 
III. However, in contrast to the Boussinesq limit, no parallel 
flow was observed for the case, which has the character of 
either that to the left or right of I. Due to property variations, 

zz 
(b) 6 = 0 

Fig. 4 Contour maps of stream function and temperature for Ra = 10 , 
A = 0.1: (a) t = 0.005 with 4, contours at - 0.2645(0.2645 x 10 ~ 2)0, and 7 
contours at 0.995(5 x 10 ~4)1.005, and (b) e = 0.6 with <j, contours at 
-14.8(0.148)0, and T contours at 0.4(0.12)1.6 

the flow on the cold wall enters the boundary layer regime 
long before II, while that at the hot wall makes that transition 
significantly to the right of II. Similarly, secondary flows 
develop near the emerging corners at the cold end significantly 
before III and at the hot end much later than III. A most im
portant result is that at the dashed line the cold wall boundary 
layer becomes unsteady. This same transition corresponds to 
the line V in the Boussinesq limit. Note that there is a very 
large reduction in the critical Rayleigh number with increasing 
e. In contrast, the hot wall layer remains steady well past line 
V. Similarly, there is a large Ra range where the flow at the 
cold wall end becomes turbulent, but the hot wall region and 
the core flow remain laminar since the turbulence is localized 
and does not penetrate very far into the central core. 

5 Temperature, Velocity, and Stream Function 

In this section we present detailed velocity, stream function, 
and temperature results illustrating the different regions of the 
parameter space shown in Fig. 3. Cormack et al. (1974a) and 
Hart (1972) presented an analytical solution valid in the limit 
A^0, and Ra and Pr arbitrary but fixed. Their solutions con
sisted of a parallel flow in the core of the cavity, which is valid 
to within 0(H) of the ends. In Fig. 4(a) we show the result of a 
computation for Ra=10 3 , ^4=0.1, and e = 0.005, which is 
within the Boussinesq limit and asymptotic limit of the 
analytical solution. The figure clearly shows the flow to be 
parallel, and furthermore the solution is in excellent quan
titative agreement (within 1 percent) with the analytical 
solution. 

The computations were repeated using the same conditions 
except that e = 0.6 was used. The resulting steady-state stream 
function and temperature fields are shown in Fig. 4(b). It is 
immediately apparent that in this case the flow in the core of 
the cavity is not parallel. Because of property variations we see 
that the flow is nearly stagnant in the left half of the region, 
while the boundary layer on the cold wall is considerably thin
ner than the corresponding one in the Boussinesq limit. This 
qualitative change in the flow is a strong function of e. Indeed, 
computations for Ra = 100 and A = 0.025 still show the flow to 
be very far from parallel. Thus we conclude that the classical 
analytical solution is only accurate in the Boussinesq limit, 
e.g., Ar<29°C for air and Ar<1 .3°C for water with 
T0 = 300 K (see Gray and Giorgini, 1976). The above result 
predicates that caution be used in interpretation of experimen
tal results where AT is increased so as to obtain higher values 
of Rayleigh number. We note that the above conclusion for 
small A is fundamentally different than the corresponding one 
at large A. In that case it was shown by Chenoweth and 
Paolucci (1985) that the parallel flow solution valid in the 
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small Ra regime of the Boussinesq limit generalizes to a 
parallel flow solution for arbitrary e. 

Figures 5(a) and 5(b) for Ra= 107, A =0 .1 , and e = 0.005 
and 0.6, respectively, illustrate the fact that as Ra is increased 

(a) e = 0.005 

- t—— . -~-H 

(b) e = 0.6 

Fig. 5 Contour maps of stream function and temperature for Ra = 107, 
A = 0.1: (a) e = 0.005 with \fr contours at - 40.5(2.025)0, and T contours at 
0.995(5 x 10 ~")1.005, and (b) c = 0.6 with 4, contours at -41.5(2.075)0, 
and T contours at 0.4(0.06)1.6 

Fig. 6 Horizontal velocity and temperature profiles at x = 

Journal of Heat Transfer 

to within the boundary layer regime, the flows in the core of 
the cavity become qualitatively similar in the two cases. This 
fact is further illustrated in Figs. 6(a) and 6(b), which show the 
horizontal velocity and temperature distributions at the mid-
width of the cavity for the two cases. The relatively small 
asymmetry of the core flow in the case of e = 0.6 can be traced 
back directly to property variations. In both cases we observe 
the presence of secondary flow in the emerging corners of the 
cavity. Although not clearly visible from Fig. 5(b), the sec
ondary flow near the hot wall is much weaker than the 
Boussinesq counterpart, while near the cold wall, it is much 
more vigorous. This is due to the fact that the boundary layers 
near the hot and cold walls are much thicker and thinner, 
respectively, than the corresponding ones in the Boussinesq 
limit. (We will elaborate more on this point in the following 
section.) Because of the above fact, the cold wall boundary 
layer for e = 0.6 and A =0.1 becomes unsteady for values of 
Ra not much greater than Ra= 107 (see Fig. 3). As Ra is in
creased further, the unsteadiness leads to turbulence. This 
scenario is repeated at the hot wall but for considerably larger 
values of Rayleigh numbers. We point out that the resulting 
unsteadiness and turbulence remains confined to the vicinity 

x = 0.5/4 for Ra = 107, A = 0.1: (a) c = 0.005, and (b) e = 0.6 

AUGUST 1988, Vol. 110/629 
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of the active walls and does not penetrate to the core, which 
remains well behaved. 

For e = 0.005, which is near the Boussinesq limit, the flow 
remains steady for much higher values of Ra (see Fig. 3). In 

Ra = 10® 

0 

(b) Ra = 109 

Fig. 7 Contour maps of stream function and temperature for A = 0.1, 
e = 0.005: (a) Ra = 10s with $ contours at - 62.8(3.14)0, and T contours at 
0.995(5 x 10~")1.005, and (6) Ra = 109 with i, contours at -117.7(5.89)0, 
and T contours at 0.995(5 x 10 ~ 4)1.005 

Fig. 7(a) we show the stream function and temperature fields 
for Ra=108 and ^4=0.1. In this case we clearly see the 
presence of secondary flows in the core of the cavity. These 
secondary flows are in addition to smaller ones present near 
the emerging corners. The corresponding horizontal velocity 
and temperature distributions at the midwidth of the cavity 
are shown in Fig. 8(a). The reverse flows due to the secondary 
circulations are clearly apparent. We point out that the flow is 
antisymmetric with respect to the center but nonparallel. We 
also note from Figs. 7(a) and 8(a) that the temperature is ap
proximately linearly stratified over most of the core. This fact 
is one of the primary indicators that a flow is within the 
boundary layer regime. The presence of this weak reverse flow 
is clearly apparent in the experimental results of Bejan et al. 
(1981) and Al-Homoud and Bejan (1979). We note that 
Shiralkar et al. (1981) were not able to reproduce this result in 
their numerical solutions, since we believe that their solutions 
contained substantial artificial diffusion due to their upwind 
treatment of the nonlinear convective terms. Furthermore, as 
they themselves noted (due to this same fictitious diffusion) 
the velocity boundary layers on the top and bottom walls 
don't decay as rapidly toward the center as experiments and 

(a) 

fl» 

Fig. 8 Horizontal velocity and temperature profiles at x = 0.5/4 for A = 0.1, t = 0.005: (a) Ra = 10 , and (b) Ra = 109 
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our results show. Tichy and Gadgil (1982), "using an approx
imate analysis based on first principles," obtained an 
analytical solution containing arbitrary constants purported to 
be valid in this high Ra regime. Furthermore, using the same 
scheme as Shiralkar et al. (1981), they obtain numerical solu
tions in the same regime, which they then use to choose the 
constants so that the two results are in close agreement. They 
also note that their resulting core velocity field is qualitatively 
different than the experimental results of Al-Homoud and Be-
jan. However, they attribute this difference to experimental 
heat losses on the horizontal walls. The present results very 
clearly indicate that the reason for the disagreement between 
the above works and the experimental results is due primarily 
to the use of the upwind scheme in their numerical solutions. 

In Fig. 1(b) we show the stream function and temperature 
fields for Ra=109 and at the same aspect ratio of ,4 = 0.1. 
First, the secondary flow near the corners starts to become 
elongated. More importantly, we observe the creation of a 
thin cell which occupies most of the length of the core region 
and is sandwiched in the center between the original secondary 
cells. This tertiary flow, to our knowledge, has never been 
previously observed experimentally or numerically. The sense 
of rotation of the flow in this cell is clockwise, which is the 
same as that of the primary and secondary cells. Note that ad
ditional shear regions now exist between the secondary and 
tertiary cells. The creation of the tertiary flow appears to be 
due to an instability arising from the strong torques applied by 
the secondary cells in the core. The horizontal velocity and 
temperature distributions at the midwidth of the cavity for this 
case are shown in Fig. 8(b). From the figure we clearly observe 
the double reverse flow indicated by Fig. 1(b). No further 
bifurcations in the core flow are observed before the flow 
becomes unsteady. To observe the above phenomena ex
perimentally would require very good accuracy in the velocity 
measurements in the central region of the core flow. 

6 Vertical Boundary Layers 

The equations governing the fluid flow in the rectangular 
enclosure are given by equations (2.3)-(2.6). As the Rayleigh 
number is increased, the boundary layers on the active vertical 
walls get thinner. The region to the right of II in Fig. 3 is the 
boundary layer regime. In this region, the boundary layer 
thickness 5 is much smaller than both the height H and width 
L. Here, the strong temperature variation is confined to the 
two very thin fluid layers adjacent to the vertical walls. 

The structure of the boundary layer in the Boussinesq 
regime has been discussed by Gill (1966) and Elder (1965). 
Since d< <L, one feature of the boundary layer is that it is 
driven not by the imposed temperature difference between 
the vertical walls, but by the difference between each wall and 
the thermally stratified fluid filling the core region. Another 
important feature is due to the centrosymmetry of this limiting 
problem. At the midheight of the cavity, the temperature is 
unity in the core, and the boundary layer exhibits no entrain-
ment of core fluid, i.e., the horizontal velocity component u is 
zero across the boundary layer. Indeed, sufficiently away 
from the top and bottom ends, the entrainment remains 
relatively small. Gill further shows that the boundary layer 
structure is only weakly dependent on the Prandtl number. 
Below, we will use these observations in developing a 
boundary layer theory for arbitrary temperature difference 
between the walls and the thermally stratified core. 

When 8< <L and H, we can make the standard boundary 
layer approximation to the steady equations (2.3)-(2.5) where 
we neglect the d2/dy2 terms in favor of the d2/dx2 terms, to 
obtain 

an 

dpu dpv 

dx ay 
(6.1) 

0, 

dv dv 
PU—— + PV-

ax dy 

ax 

OT RaPr 

ay 
„ p + Pr — 
2e dx ( " " & ) • 

dT dT d 
pu —-— + pv dx dy dx\ dx ) ' 

(6.2) 

(6.3) 

(6.4) 

In writing the above equations, we took the specific heats to be 
constant. If we eliminate n between equations (6.2) and (6.3), 
and integrate the resulting equation once from a value x in the 
boundary layer to a value of oo in the core, we obtain 

1 
"PT 

r dv dv "i a / dv \ 
lpu-8T+pv^rr^^x-)-

Ra 

~27~ [p-Poo (y)]. 

(6.5) 

For arbitrary temperature difference the problem does not 
possess the centrosymmetry property. However, we still expect 
(and numerical solutions show) that near j> = 0.5, the entrain
ment in the boundary layer is very small. In addition, at the 
midheight, the temperature in the core is unity to a first ap
proximation. After setting w = 0 and p„ » 1 in equations (6.1), 
(6.4), and (6.5) evaluated at ^ = 0.5, we find that the equations 
are still nonlinear, and therefore difficult to treat analytically. 
Following Gill (1966), we regard dT/dy appearing in equation 
(6.4) as a known constant A that we later relate to the observed 
constant vertical temperature gradient present outside the 
boundary layer, in the core region. However, whereas in the 
Boussinesq limit dv/dy is zero at the midheight (from equation 
(6.1)), this is clearly not the case for arbitrary e. The nonlinear 
term pvdv/dy appearing in (6.5) can still be neglected in the 
large Prandtl number limit. To make the problem amenable to 
analysis we will neglect this term even for Pr = 0 ( l ) . This ap
proximation can be justified a posteriori, since the numerical 
solutions of the full equations show that in the boundary layer 
the term is negligible in comparison to the other terms re
tained. Thus we are left to solve the following equations valid 
near y = 0.5: 

dpv 
= 0, (6.6) 

a 
~dx 

Ra 

IT ( P - 1 ) , ( ^ ) = 

-L(k^-)=Apv' 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

We note that in the boundary conditions, A:—oo means "out
side the boundary layer," and the plus and minus signs denote 
a heated or cooled wall, respectively, located at x = 0 . 

Now let 

P = pT, 

with boundary conditions 

v(x = 0) = v(x-oo)=0, T(x = 0)=l±e, T(x-*°o) = \. 

]=\lpdx'' (6.11) 

and assume that the thermal conductivity and viscosity vary 
linearly with temperature. Then, after eliminating p in equa
tion (6.7) by making use of equation (6.9), it is a simple matter 
of algebra to show the equations (6.7) and (6.8) in the variable 
£ reduce to the same form as those treated by Gill (1966). 
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Fig. 9 Boundary layer profiles at the hot and cold wall and at y = 0.5 for 
Ra = 107, A =0.1, and e = 0.6. The lines denote the numerical solution, 
while the symbols are obtained from equations (6.12) and (6.14) 

Fig. 11 Distance from wall of maximum velocity in the hot and cold 
wall boundary layers versus R a - 1 ' 4 : e = 0, c = 0.6 (hot 
wall). i = 0.6 (cold wall), + e = 0.005, o t = 0.6 (hot wall), • 
c = 0.6 (cold wall). The symbols are results of numerical solutions, while 
the lines are obtained from equation (6.17). 
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Fig. 10 Magnitude of maximum velocity in the hot and cold wall 
boundary layers versus Ra1'2: equation (6.16), +c = 0.005, 
0 6 = 0.6. The symbols are results of numerical solutions. 

Thus, making use of Gill's solution, it can be shown that the 
boundary layer structure for arbitrary e is given by 

1 / Ra \ 1/2 

Fig. 12 Nusselt number versus Rayleigh number correlations for 
A = 0.1: e = 0.005, 6 = 0.6, + 6 = 0.005, Oe = 0.6. The 
symbols are results of numerical solutions, while the lines are obtained 
from equation (7.1). 

b = 
(Q?Ra)' 

(6.15) 

and 

T=l±ee~b^cos(-^-\ 

(6.12) 

(6.13) 

Solutions for the maximum absolute value of velocity, and its 
location from the wall, can be readily obtained from equations 
(6.12) and (6.14) resulting in 

, . e~*/4 / Ra \ 1/2 

I O = - ™ - ( _ ) , (6.16) 
2V2 V cp 

2e> 

* - = W ( 1 ± T ) ( Q ' R , 1 ) (6.17) 

bt —H-D-m-)]}. 
where 

In writing the above solutions, we have used the fact that in 
the boundary layer limit A « 2eC (see Chenoweth and Paoluc-
ci, 1986), where C varies slightly with Ra, A, and e. Here, we 
will take Cp = 0.54 to recover the constant obtained in the 
Boussinesq limit by Chenoweth and Paolucci (1986). 
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Fig. 13 Pressure versus Rayleigh number for 4 = 0.1 and e = 0.6. The 
computed points have been connected using a cubic spline 
interpolation. 

Fig. 14 Pressure versus aspect ratio for Ra = 10 and i = 0.6. The com
puted points have been connected using a cubic spline interpolation. 

In Figs. 9(a) and 9(b) we show a comparison of the hot and 
cold wall velocity distributions, respectively, obtained from 
equations (6.12) and (6.14) to those obtained numerically for 
the specific case of Ra= 107, A =0 .1 , and e = 0.6. As can be 
observed, the two results are in good quantitative agreement. 
Note that the scales are different on the two figures, and that 
the maximum velocity on the hot wall is located approximately 
three times farther from the wall than that at the cold end. 

In Fig. 10 we show as a solid line the absolute value of the 
maximum vertical velocity I vm I versus Ra1/2 as given by equa
tion (6.16). The symbols represent numerical results obtained 
in the boundary layer range of Ra= 105-109, A = 0.025-1, and 
e = 0-0.6. We note that for any fixed e we obtain two values of 
I vm I (from the hot and cold walls), which in the Boussinesq 
limit are equal. Equation (6.16) and the numerical results 
displayed in Fig. 10, as well as those given by Chenoweth and 
Paolucci (1986), show that any e dependence is relatively 
weak, in agreement with the correlations given by Chenoweth 
and Paolucci (1986). Furthermore, the agreement with (6.16) 
is very good. 

Figure 11 shows the locations of \vm\ off the wall, Axm, 
versus Ra~1/4 for e = 0, and 0.6, representing the Boussinesq 
limit, and the hot and cold wall for finite e, respectively. The 
lines are obtained from equation (6.17) while the symbols are 
results of numerical computations for the same range of 
parameters used in Fig. 10. The agreement between the two 
sets of results is good. Additionally, we note that equation 
(6.17) is in reasonable agreement with the correlations ob
tained from the extensive numerical computations of 
Chenoweth and Paolucci (1986) for A > 1. They both display a 
strong linear dependence with e, and the constants are within 
20 percent of each other. The slight aspect ratio dependence 
for the location from the cold wall obtained by Chenoweth 
and Paolucci (1986) obviously cannot be obtained from a 
boundary layer analysis. 

7 Pressure and Heat Transfer 

When A > 1 it has been shown (see Chenoweth and Paoluc
ci, 1986) that the Nusselt number, based on the exact conduc
tion heat flux, has little dependence on the parameter e over 
the entire range of 0 < Ra < 107. However for A < 1 this is not 
the case. Figure 12 gives NuA4 versus Ra for A = 0.1 and two 
values of e, € = 0.005 and e = 0.6. It can be seen that for 
R a > 1 0 5 , the power law correlation obtained in the 
Boussinesq limit is valid in the boundary-layer regime. 
Therefore, in that region we find no e dependence. Below 
Ra= 105 there is significant e dependence, and it is the direct 
result of the greatly different behavior near the cold and hot 
walls when e = 0.6. Here, as noted, the flow is fundamentally 
different from the parallel core flow found in the Boussinesq 
limit. For approximately A<0.5 our results show that the 
Nusselt number is correlated by 

Nu/A-l = [(2Jeri + ri2)" + (1.057i°™/Aim)n][ (7.1) 

where n= -0.585 and i?=^4Ra/602.4. Note that for low Ra, 
the form of the aspect ratio dependence in the first term inside 
the brackets is incorrect for ^4>0.5, even in the Boussinesq 
limit, since a parallel core flow can never develop. In addition, 
Chenoweth and Paolucci (1986) show that in the boundary 
layer regime and for aspect ratios near unity, the correlation 
has a more complicated aspect ratio dependence than is given 
by the second term in (7.1). The correlation (7.1) includes the 
proper asymptotic behavior in a form given by Bejan and Tien 
(1978), but with different constants and an additional term 
describing non-Boussinesq effects. It should be noted that 
Shiralkar and Tien (1981) have generalized the Boussinesq cor
relation obtained by Bejan and Tien since they found it to 
have poor accuracy in the intermediate range of 
10 4 <Ra<10 6 . They introduced coefficients having a com
plicated aspect ratio dependence that modify both the high 
and low Ra limits in equation (7.1). We do not have sufficient 
data to verify these formulas for e< < 1. However, it should 
be noted that they determined n to be -0.386 and their high 
Ra power law included Ra0,2, compared to our n= -0.585 
and Ra0-288. Some of this difference may be due to our use of 
data for Ra< 109, which is several orders of magnitude larger 
than their maximum Rayleigh number. The Rayleigh number 
power of 0.288 is in close agreement with the value of 0.3 ob
tained by Ostrach (1982). We note that the correlation value of 
0.288 represents an average over a very large range of Ra and 
A. In reality we observe that this power is a function of both 
Ra and A, and for A> > 1 it approaches 1/4 asymptotically 
for large Rayleigh numbers (see Chenoweth and Paolucci, 
1986). Shiralkar and Tien examined a very wide range of 
Prandtl numbers and found that Nu was essentially inde
pendent of it for P r>0 .3 , but the dependence was significant 
below that value. 

For highly non-Boussinesq convection problems, it has been 
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shown by Chenoweth and Paolucci (1985, 1986) that the 
pressure level must decrease in a closed system. In the conduc
tion limit of Ra--0, about a 1 percent pressure drop is found 
when e = 0.6. For the same value of e, A>1, and 0 < R a < 107, 
as much as a 5 percent drop beyond the conduction pressure 
pc is observed. Here, for A < 1 we obtain much larger 
decreases in pressure. The example shown in Fig. 13 for 
,4=0.1 and e = 0.6 indicates that the normalized pressure 
decreases by 25 percent near Ra=10 4 . This large pressure 
drop occurs in the region 10 2 <Ra< 104. This corresponds to 
the same region where convection is increasing at the cold end, 
while the hot end remains essentially stagnant. This physical 
behavior is responsible for the nonexistence of parallel flow in 
non-Boussinesq problems. Subsequently, for Rayleigh 
numbers between 104 and 106, convection increases greatly at 
the hot end, causing a recovery in static pressure. For 
Ra> 106, when both walls enter the boundary layer regime, a 
small pressure drop is maintained due to the asymmetry in the 
boundary layers. The plot of p/pc versus A in Fig. 14 for 
e = 0.6 and Ra = 104 shows that a minimum pressure is reached 
near A = 0.05; for smaller values of aspect ratio the stagnant 
flow occupies most of the cavity so that the pressure must 
return toward the conduction pressure level pc as ,4—0. 

8 Conclusions 

The numerical solutions to the non-Boussinesq equations 
presented here contribute to the physical understanding of the 
low-aspect-ratio convection problem for a broad range of 
parameters. The results are compared to existing Boussinesq 
solutions, which we also extend to higher Rayleigh numbers. 
Contrary to the recent result of Shiralkar et al. (1981) and 
Tichy and Gadgil (1982), we find the presence of weak reverse 
flows in the core region, for high Ra in the boundary layer 
regime, in agreement with experimental results. In addition, 
for still higher Ra, we observe this flow to bifurcate and lead 
to a tertiary flow consisting of a central cell having the same 
rotation as the primary and secondary cells. This last result, to 
our knowledge, has not been previously observed either ex
perimentally or numerically. 

In the non-Boussinesq regime, the velocity and temperature 
fields show significant dependence on e especially near the side 
walls. As a result, the well-known parallel flow solution, ac
curate in the core of the cavity for e< < 1, does not exist. For 
higher Rayleigh numbers, we generalize the well-known 
analytical boundary layer solution of Gill (1966) to the case of 
arbitrary e. This solution and the numerical results show that 
the cold-wall boundary layer is much thinner than the cor
responding layer in the Boussinesq limit. As a result, the 
critical Rayleigh numbers of stationary and oscillatory in
stabilities are lowered with increasing temperature difference 
and are governed by the cold wall. In contrast to the high-
aspect-ratio problem, the heat transfer and pressure also de
pend strongly on e. Although the average Nusselt number is 
almost independent of e in the boundary layer regime, this is 
not the case for lower Rayleigh numbers. Furthermore, the 
largest pressure change occurs in this same low Rayleigh 
number region. Both effects are physically related to the large 
departures from the parallel flow solution valid in the 
Boussinesq limit. These results show that there can be con
siderable risk if results obtained from the well-established 

Boussinesq limit are extrapolated for use where large 
temperature differences exist. 
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An Effective Equation Governing 
Convective Transport in Porous 
Media 
The fine structure of disordered porous media (e.g., fully saturated randomly 
packed beds) causes microscopic velocity fluctuations. The effect of the spatial and 
temporal randomness of the interstitial velocity field on the convective transport of 
ascalar (heat or mass) is investigated analytically. For a uniform mean velocity pro
file, the effective heat transport equation is obtained as the equation governing the 
transport of the ensemble average of the scalar under conditions of steady or 
unsteady random fields (with given statistics). In both cases, it is shown that the ef
fective transport coefficient is enhanced by a hydrodynamic dispersive component, 
which is an explicit function of the mean filtration velocity. The agreement with ex
periments is encouraging. The effective transport equation is then generalized to 
three-dimensional mean velocity fields for isotropic media. 

Introduction 
In recent years, the determination of the effective transport 

coefficients has received considerable attention from re
searchers who are studying the transport of heat (or a con
servative solute) through fully saturated porous media by 
advection and diffusion. In his study of thermoconvective 
transport through porous media, Rubin (1977) used an effec
tive thermal conductivity that was a linear function of the 
local filtration velocity. Prasad et al. (1985) demonstrated that 
the large-scale divergence of correlations of Nusselt as a func
tion of Rayleigh number (which has been reported for natural 
convection in packed beds) can be reduced by using an "effec
tive" value for the local thermal conductivity of the fluid-
filled matrix. This "effective" conductivity was assumed to be 
a function of global parameters of the flow (such as the 
Rayleigh number) and it was adjusted so that the computed 
overall heat transfer (as expressed by the Nusselt number) 
matches with experimental results available. Little effort was 
made to justify this ad-hoc model and when it failed, it was 
postulated that the Darcy law fails. Georgiadis and Catton 
(1986) proved that the Forchheimer-Brinkman-extended 
model can explain the divergence of the Nusselt versus 
Rayleigh number data in terms of a new parameter that 
depends on the porous medium Prandtl number and the ratio 
d/L. The "effective" thermal conductivity of the medium was 
identified with its "stagnant" value obtained under no-flow 
conditions. In view of certain discrepancies between predicted 
and measured Nusselt number values for the porous Benard 
problem, Georgiadis and Catton (1988) revised the constant 
conductivity model. They used a single energy equation with 
an "effective" thermal conductivity expressed as a linear 
function of the local Peclet number. The need to examine the 
validity of the above model provides the motivation for the 
present paper. 

Convective flows in straight pipes filled with a stationary 
porous medium are encountered in various technological ap
plications like heat pipes and adsorption chromatography col
umns, and can be also used to study the fundamental 
mechanisms of transport phenomena. We start here by con
sidering heat and mass transport in a single-phase unidirec-
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tional flow through a packed bed. In this case, all 
measurements of the longitudinal heat transport coefficient 
reported in the literature have been obtained under transient 
conditions in pipes filled with packed beds. Levee and Car-
bonell (1985) delineated the basic heat transfer mechanisms 
and showed that, for long times in the fully developed regime, 
a single energy equation can be used with an effective 
transport coefficient that accounts for the interaction between 
the two phases. This effective conductivity is a sum of the 
stagnant porous medium conductivity and a dispersion coeffi
cient, which has a hydrodynamic "eddy" contribution and an 
interfacial heat exchange contribution. For steady heat 
transport the interfacial heat exchange contribution is zero. 

Levee and Carbonell (1985) applied the method of spatial 
averaging, and in order to achieve closure, they used models 
that can be related only to ordered porous media. The majori
ty of packed beds are intrinsically disordered; therefore, it is 
not feasible to solve the exact balance equations on the fine-
grain scale. Moreover, the fact that the properties of such 
"random" fields are known only in the statistical sense makes 
the use of stochastic methods very convenient for their study. 
In a previous work, Georgiadis and Catton (1987) derived the 
statistics of the steady isotropic field that is induced by the 
spatially random structure of a typically disordered packed 
bed. The next step is to examine the transport of a sclar in 
such a field. In the following, we will use a coarse-grain 
description of the field, where every point in the flow domain 
is occupied simultaneously by the solid and fluid phases 
(homogenized continuum) and the solid matrix has become 
"transparent." 

In order to address the heat and mass transfer problem, it is 
necessary to examine first the validity of the various momen
tum transport laws, e.g., Darcy versus Forchheimer. 
Measurements in columnar packed beds by Fand et al. (1986) 
showed that the pressure drop is proportional to the filtration 
velocity (Darcy's law) at low filtration rates. Georgiadis and 
Catton (1987) supported the Forchheimer formulation for 
local momentum transport, based on their statistical model. In 
the following section, we will demonstrate that theory and ex
periment are not inconsistent for nonuniformly packed beds 
(as is the case in real systems). Since the experiments refer to 
averaged values of the velocity over the pipe cross section, the 
nonuniformity of the velocity profile has to be taken into ac
count when we interpret such data. Next we seek to derive the 
(ensemble) averaged heat transport equation given the 
statistics of the velocity field. Finally, the general three-
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dimensional effective transport equation is derived for an 
isotropic medium and fluctuation field. 

Channeling Due to Velocity Nonuniformity 

Fully developed flow driven by a constant pressure gradient 
along a cylindrical pipe, of diameter 2L, filled with a sta
tionary porous medium, is described by the following Dar-
cy-Forchheimer-Brinkman momentum equation in non-
dimensional form: 

<PW 1 dW 
+ r— = -GT + KW+\\W\W, dr2 

dr 

/•€[0, 1], 
dW 

~dT 
(0) = W{\) = Q (1) 

In all dimensionless equations in the present work, velocity is 
scaled with v/L, where L is the macroscopic length scale. The 
presence of the solid walls causes a variation of the porosity 
(see Benenati and Brosilow, 1962). As in Vafai (1984), we 
assume the following dependence of the local porosity on 
distance from the wall: 

,[l+0.98«p(--£)] (2) 

where e0 is the bulk porosity away from the wall. The follow
ing empirical relations are also used: 

K-
eL2 

7 

d V 
1 A(l-e)2 ' 

ebL 

7 

b 

7 -'¥ (3) 

By relating the average superficial velocity to the pressure gra
dient for flow along columnar packed beds, Ergun (1952) ob
tained ,4 = 150, 5=1 .75 , while Fand et al. (1986) reported 
A = 182, 5=1.92 . From equations (2) and (3), the dimen

sionless coefficients Gr, K, and A in equation (1) depend on r 
(since /•= 1 —y/L). 

The method of false transient is applied to the solution of 
the boundary value problem (1). The false transient equation 
for the velocity is integrated with a semi-implicit central finite-
difference scheme as in Georgiadis and Catton (1985). In 
order to explain the deviations from the prediction of the 
Forchheimer model at low filtration rates, we use the ther-
mophysical parameters given in the Table 1 of the experimen
tal work of Fand et al. (1986). In the latter work, it was 
postulated that Darcy's linear law is valid for low velocities 
(the "flat" Darcy regime Re<2 in Fig. 2) and that a "pre-
Darcy" region exists. 

For nonuniformly packed beds, our computations show 
that the flow is enhanced within a few bead diameters from the 
solid walls, due to the high values of porosity there, as is 
shown in Fig. 1. As Re increases, the channeling effect 
becomes increasingly important and a large portion of the 
flow passes through the high-porosity medium near the solid 
walls. There, the flow is approximately of the Poiseuille type. 
Consequently, the dependence of the pressure gradient on the 
average velocity q (over the cross section) becomes close to 
linear. For high Re values, wall channeling is increasingly sup
pressed and the velocity profile becomes more uniform, so 
that the value at the core approaches the average velocity (the 
wall effect is not important). 

In Fig. 2, we plot the computed dimensionless pressure gra
dient as a function of Reynolds number, in a form that allows 
direct comparison with the corresponding plot (Fig. 1) of the 
experimental work by Fand et al. (1986). The good qualitative 
agreement between predictions and experiment, for the 
laminar flow regime 0<Re<80 , implies that the Forchheimer 
law adequately models momentum transport through pipes 
filled with packed beds, when the nonuniformity of porosity is 
taken into account. Furthermore, it can be seen that the 
uniformity of the velocity profile in such flows depends not 
only on the ratio d/L but also on the particle Reynolds 
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c 
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km 
k* 
Kzz K 

L 
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Pe 
Pr 

<7 
q' 

= thermal diffusivity =k/(pc) 
= inertial resistance coefficient, 

equation (3) 
= Ergun numerical constant, 

equation (3) 
= specific heat 
= spherical bead diameter 
= turbulent dispersion coeffi

cient 
= (4/7r)[5/(l-e)](c//Z,)Pr 
«Re2 

= molecular mass transport 
coefficient 

= pressure gradient 
= -(dP/dz)e0L

3/p v2 

= stagnant thermal conductivity 
= effective axial conductivity 
= inverse Darcy number =eL2/y 
= radius of the cylindrical pipe 
= average pressure of the in

terstitial fluid 
= Peclet number = qd/af(l - e) 
= Prandtl number of the 

medium =v{pc)f/km 

= mean axial Darcy velocity 
= interstitial velocity fluctuation 
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radial coordinate 
Cartesian coordinate vector 
mean interstitial path 
= (d/L)e/(l-e) 
Reynolds number = qd/v 
time 
temperature 
local Darcy velocity 
(stochastic field) 
local Darcy velocity (deter
ministic field) 
position vector in the 
transverse direction 
distance from the solid wall 
longitudinal (axial) coor
dinate, j= 1 
amplitude of random 
fluctuations 
porous medium permeability 
Kronecker delta, delta 
function 
separation between fluid and 
solid temperature responses 
porosity 
inverse Cozeny-Karman 
number = ebL/y 

v 
P 

T 
. ,2 

0 = 

kinematic viscosity 
density 
axial ensemble dispersion 
coefficient equation (7) 
correlation time 
forcing coefficient 
= 8qK*R2 A/7r 
heat capacity ratio 
= (pc)/(pc)m 

Subscripts 

/ = fluid 
j = j component; j=\, 2, 3 

m = porous medium 
s = solid matrix 
z = axial component 
0 = reference 

Superscripts 

* = effective value 
' = fluctuation 

Special symbols 
( ) = ensemble average 
dj = partial derivative with respect 

to space j coordinate 
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Fig. 1 Computed velocity profiles for Poiseuille flow in pipes filled 
with nonuniform stationary packed beds: the channeling phenomenon 
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Fig. 2 Graph of pressure drop versus particle Re number for Poiseuille 
and Couette flow; compare with Fig. I of Fand et al. (1986) 

number. For large Re, the boundary layer thickness decreases 
and the velocity profile becomes fairly uniform. A few bead 
diameters away from the solid boundaries, we can consider the 
transport of a scalar quantity in a plug flow regime (uniform 
mean velocity profile) and focus on the effect of local random 
velocity fluctuations of the interstitial fluid. 

Dispersion in a Statistically Uniform and Steady Veloci
ty Field 

We represent the interstitial velocity as a stochastic function 
parameterized by local spatial coordinates. The fluid velocity 
field can be decomposed into an axial mean q (coarse) and a 
random fluctuating qj component. Using angle brackets to 
denote ensemble averages, we have by definition 

(wj (r)> = {bijq + qj(t)) = bvq 

The axial z coordinate corresponds to j = 1. Georgiadis and 

Catton (1987) described the fluctuating interstitial velocity 
field by a Gaussian spatial process with the following 
covariance function: 

-2 ' K\Zi-z, 
(Qj(.r2)q^(ri))~8 'jk exp 

( _ K[Z2~^l\ 

2K \ q 
For realistic flow rates, we can show that the following is true: 

(Q'j(*{)Qk{*i))-Sjk —pr SU2-Z1) K2 

K 
as -oo 

Q 

(4) 

This form of the covariance function has also been proposed 
by Matheron and de Marsily (1980). 

We consider the convective heat transport in the above 
spatially varying velocity field. In the fluid phase, the 
microscopic energy equation for steady-state convection is 

Wj(r)djT-
1 V 

Pr k„ 
dirdtT (5) 

Starting with equation (5), the index summation notation is 
used. Given the statistics of the fluctuating field qj(r), we can 
derive rigorously (see Tang et al., 1982) the transport equation 
that the ensemble average (T) obeys, 

q am 
dz -[• 

,Jjk 

Pr 
+ Pjk\dj dk(T) (6) 

Since the covariance function (4) depends only on the z coor
dinate, the ensemble dispersion coefficient becomes 

Pjk- ^hHo'^^'H-
x= Iz, (7) 

Using equation (4), the longitudinal dispersion coefficient 
reduces to 

co2 r / K\z2-Zi\ 
>«~-&-\}-"*\ — 

and for XT^ 0, the following limit is considered: 

co2 K 
_ _ a s | Z 2 _ Z i | _ _ , 

)] 

Pzz- (8) 

Using equation (3) and the value for co obtained by Georgiadis 
and Catton (1987), the dispersion coefficient (8) becomes in 
the limit of the delta-correlated velocity field 

IB 1 qd IB 

l - f 
Pe 

V 
(9) 

Using equations (7) and (8), the dimensional form of the fluid 
energy equation averaged over the ensemble becomes 

3(7} v IB -\ 
{pc)/q dT =lk/+ —**kf\d*a-(T) (10) 

with the expression in square brackets representing an "effec
tive" fluid conductivity, which we denote by kj. The energy 
equation for the solid matrix is the heat conduction equation. 
We now assume that local thermal equilibrium prevails. 
Therefore, the locally averaged temperatures of the fluid and 
solid phase are equal. The conditions under which such an 
assumption is valid have been investigated by Whitaker 
(1986). The simplest model of heat transport that is consistent 
with the above assumption is the so called "parallel model": 
The average energy equations for the fluid and solid phase are 
weighted by e and (1 - e ) , respectively, and added to yield an 
advection-diffusion transport equation that is similar in form 
to equation (10). The result is an "effective" equation that 
models heat transfer through the homogenized fluid-solid 
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Fig. 3 Effective axial heat transport coefficient in packed beds; com
parison between theory and experiments 

medium. The expression for the effective thermal conductivity 
of the fluid-saturated porous medium becomes 

ek}+(\-e)ks = [e*>+( l -e ) *J 

r IB 1 

+ [e — Pe^j (11) 

The first square bracket of equation (11) contains the expres
sion for the stagnant effective conductivity according to the 
simple "parallel model" of heat conduction in packed beds 

k,„ = [ek/+(l-e)ks] 
The second bracket is the ("eddy") hydrodynamic contribu
tion to conductivity that was also identified by Levee and Car
bonell (1985). Considering the transport of a passive conser
vative solute, equation (11) remains invariant if we substitute 

D *zz for k\z, 2D for kf, and ks = 0 (12) 

where D*zz and 2D are the effective and molecular mass 
transport coefficients, respectively. In order to model mass 
transport, the void fraction (porosity) in equation (11) has to 
be replaced by another structural parameter, the tortuosity. 
Since the solute particles follow longer paths of diffusion in 
the tortuous interstitial space of the packed bed that is fully 
saturated with stagnant fluid, the effective mass transport 
coefficient is smaller than that for pure fluid. For a randomly 
packed bed of equal size spheres, the ratio D*zzfS> (tortuosity) 
is equal to 0.67 under the no-flow condition (Pe = 0) (see Hiby, 
1962). For steady-state mass transport in a fully saturated bed 
of chemically inert spheres, dispersion is the only mechanism 
that enhances the transport coefficient, since no mass ex
change takes place between the solid and fluid phases. 

Plots of measured values of the ratio of effective to stagnant 
transport coefficients versus the particle Peclet number are 
available for heat transfer (Levee and Carbonell, 1985), and 
mass transfer (Gunn and Pryce, 1969). Levee and Carbonell 
(1985) measured the distance of separation A between fluid 
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Fig. 4 Effective axial mass transport coefficient in packed beds; for 
the stochastic model, the tortuosity factor is 0.67 

and solid temperature breakthrough curves and computed the 
axial component of the dispersion coefficient by using a two-
equation model of transport in packed beds of ordered struc
ture. Their predictions are in good agreement with ex
periments, as shown in Fig. 3. The theoretical model that was 
employed by Levee and Carbonell (1985) had been presented 
earlier in greater detail by Carbonell and Whitaker (1983), 
who have also reported mass transfer calculations for disper
sion in ordered packed beds. In the latter work, good agree
ment is reported between predicted mass transfer coefficients 
for an in-line array of cylinders and measured values by Gunn 
and Pryce (1969) for a cubic array of spheres, as Fig. 4 shows. 

Our theoretical prediction (11) gives 

k*zz/kf = km/kf + 0A?>'Pr; 5=1 .75 , 6 = 0.39 (13) 

The expression above remains invariant for mass transfer after 
making the substitutions (12) and replacing e by the tortuosity. 
As Fig. 4 shows, our predictions of the axial mass transport 
coefficient are in excellent agreement with measurements by 
Gunn and Pryce (1969) for random packing. The strong in
fluence of the packing disorder on dispersivity is demonstrated 
very clearly. For heat transfer, the agreement between our 
predictions and experiments is good only in the range 
0 < P e < 2 0 , as shown in Fig. 3. This needs an explanation. In 
the case of mass transfer, there is no transport through the 
solid phase but, in general, this is not true for heat transfer. A 
careful examination of the pertinent literature shows that 
mesurements of axial effective thermal conductivities are 
taken under transient conditions. As Levee and Carbonell 
(1985) demonstrated, the positive contribution of the heat ex
change between the phases becomes dominant as the Pe 
number increases. This explains why the measured values in 
Fig. 3 are higher than our predictions (13) for large Pe 
numbers. Levee and Carbonell (1985) gave the following 
estimate for the enhancement of the effective heat conductivi
ty due to interfacial heat exchange in terms of the separation A 
between fluid and solid temperature responses: 

A (l-e)Goc), 
Pe 

d 
(1-e)-

e(pc)f + (l-e)(j>c)s 
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Based on the above expression and using the measured values 
of A/d plotted in Fig. 10 of the paper by Levee and Carbonell 
(1985), we can compute the positive increase of the effective 
conductivity and add it to our prediction (11) in order to ac
count for the interfacial heat exchange. As is evident from Fig. 
3, our corrected values agree well with experiments and are 
almost identical to the predictions of Levee and Carbonell for 
unsteady heat transfer. Therefore, the expression (11) for the 
effective transport coefficient is valid for a wide range of Pe 
number values. We may note in passing that the character of 
the flow changes at high filtration rates from laminar to "tur
bulent" (Jolls and Hanratty, 1966). Consequently, the model 
of steady unidirectional flow becomes unrealistic above a cer
tain critical Pe (or Re) number. For the packed bed considered 
by Levee and Carbonell (1985) (urea formaldehyde 
beads/water), this critical Pe number is approximately 600. 

Dispersion in a Turbulent Velocity Field 

We assume that a single energy equation can be used to 
model the heat transport in a turbulent interstitial velocity 
field with unidirectional mean velocity. The local unsteady 
heat transfer process is described by 

1 dT 1 
+ wj(r, t)djT= d/.d/.T (14) 

Q dt ' J"~' ~'~J~ P r 

Local measurements and observations by Jolls and Hanratty 
(1966) revealed transition from steady to irregular unsteady 
flow in a randomly packed bed of spheres over the range 
110<Re<150. In order to model the irregularly fluctuating 
interstitial velocity field, we simply assume that Wj(r, t) is a 
Gaussian temporal and spatial process of the form 

WJ(T, t)=81Jq[l+lij(r, t)]; (w,-(r, t)) = 6vq (15) 

and is described by the following correlation function, which 
has the same spatial dependence as equation (4) 

, ,2 

(/*,•(!•,, t)llk(t2, ti))=5JI •S(z2-zl)8(t-t1) (16) 
"Jk K*q 

Equations (14) and (15) define a multiplicative stochastic 
process. By using the method of ordered cumulants (as 
described in the Appendix), we can derive the following ap
proximate (deterministic) equation that the solution of equa
tions (14) and (15) obeys when averaged: 

i - l ( r ) + ( ? i ( r > = [ i a A + f i ^ ] < r ) (17) 

The above equation is exact when equation (16) holds because 
in that case T—0. Using equation (16) and the continuity equa
tion (djfij = 0), the cumulant operator in equation (17) reduces 
to 

K, l>'(r' t)dj(ik (r, ?,)>^^i = T W 3 A (18) 

We notice the augmentation of the heat conduction coefficient 
in front of the Laplacian operator by a dispersive positive 
term. This comes from the coupling between the random fluc
tuations of temperature and velocity. By using equation (3), 
we can obtain an estimate for the (nondimensional) 
longitudinal dispersion coefficient in equation (17) 

flu2 

2K1 q = 
4QR2Aq2 AB 

d 
Re2 (19) 

7T 7f(l — e) 

We notice the quadratic dependence of the dispersion coeffi
cient on the velocity q. The dimensional form of the energy 
equation becomes 

9 , , 9 
(pc),„ -jj- (T)+(pc)fq — 

(T)=km[l+D]dkdk(T) (20) 

The turbulent dispersion coefficient D (defined in the 
nomenclature) depends on the square of the Reynolds 
number, the porous medium Prandtl number, and the heat 
capacity ratio. 

Multidimensional Effective Transport Equation 

We have so far considered transport in a unidirectional 
mean velocity field. Such flows are encountered when one 
seeks to measure the transport coefficients in the longitudinal 
and transverse directions, kzz and k*y, respectively. We are 
now ready to generalize the transport equations (10) and (20) 
in a spatially varying (in a deterministic fashion) Darcy veloci
ty field Wj <J= 1, 2, 3,). Consider first a two-dimensional flow 
field in an isotropic porous medium and imbed an orthogonal 
curvilinear coordinate system {y, z) in it, with z being the coor
dinate along a streamline and y the one normal to it. For an 
elementary volume AzxAyx An (An is the thickness of the in
finitesimal volume perpendicular to the plane of the flow), the 
law of energy conservation implies 

— {(Pc)mAzAyAn T] + — {(pc)fAyAnWzT]Az 

= i [*- iAyAn Th+ i fa iAzAn TYy (21) 

For constant-property media and since Ay Wz= const, equa
tion (21) reduces to 

dT dT d / dT\ 

+ {pc)fwz^- = —[k-(pc), 
dt dz dz 

+ ~fa~dTJ (22) 
dT 

dy V" 1 7 
In a general three-dimensional Cartesian system, the transport 
equation (22) is transformed to 

(pc)„ 
dT 

~d~T 
+ (pc)fWjdjT=dj(k*kdkT) (23) 

The expression for the transport coefficient in the Cartesian 
coordinates (/', k) is given by the following second-order ten
sor: 

Kjk • -k*y8Jk+ (k*z—k'} 
WfWk ) —-—-

>' V2 (24) 

where U is the amplitude of the velocity vector (invariant in 
the transformation). Recall that for unidirectional flow along 
z, z and y are the principal directions of the tensor. 

In the case of steady (spatially varying) interstitial flow, the 
dispersion tensor is isotropic (k*z=k*y). Therefore, the 
transformation in any Cartesian coordinate system according 
to (24) will leave it invariant. Consequently, the generalized 
form of (10) becomes 

(pc)m - ^ - + (Pc)fWjdjT= dj{k*zzdjT) (25) 

where j= 1, 2, 3 correspond to the three coordinate axes. 

Discussion 

A general literature survey suggests that the dependence of 
the measured dispersion coefficient on the filtration velocity q 
ranges between linear and quadratic (Scheidegger, 1960). The 
exact functional relation depends of course on the statistics of 
the flow field and the medium (Greenkorn and Kessler, 1969). 
All measurements are obtained from single realizations of the 
transport process. Before any further extensive comparisons 
are made, one has to decide how ensemble averages given by 
the stochastic model will be related to measured values that are 
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determined in a single realization of the experiment. In this 
work, we tacitly made the assumption that the stochastic pro
cess is ergodic and statistically homogeneous. Therefore, we 
assumed that ensemble averages are equal to spatial averages. 

For steady-state convective heat transport and under the 
assumption of local thermal equilibrium between the two 
phases, dimensional analysis gives the following functional 
dependence of the effective thermal conductivity of the 
medium k*z on the thermal conductivity of the fluid and solid 
phases, kj and ks, respectively: 

k* C k ~) 
—— = / —r~ . Pe; interstitial geometry 

kf L kf J 

In the function above, the Peclet number is based on a 
microscopic spatial scale (e.g., the sphere diameter in a packed 
bed), the local filtration velocity, and the thermal diffusivity 
of the saturating fluid. In the present work, we used a simple 
linear function and this resulted in a linear dependence of the 
effective conductivity on the Peclet number, as given in equa
tion (11). The Peclet number dependence accounts for the 
dispersion due to the tortuous interstitial flow. As we have 
shown, this is an additional mechanism of transport that is in 
its phenomenological aspects very similar to diffusion. The in
terstitial geometry enters the formulation usually as a set of 
statistical parameters of the microstructure, one of which is 
the local void fraction (porosity) e. Further work is needed in 
order to build more realistic transport models that will incor
porate additional statistical parameters of the heterogeneous 
medium and to account for the coupling between dispersion 
and interfacial heat exchange. Levee and Carbonell (1985) 
argued that the interfacial heat exchange process tends to 
lower the magnitude of the hydrodynamic dispersion term for 
small Pe numbers. This can explain why our model slightly 
overpredicts the effective transport coefficients in Figs. 3 
and 4. 

Concerning the lateral dispersion coefficient, Levee and 
Carbonell (1985) observed that, for very low Peclet numbers, 
the axial and lateral conductivities become nearly equal. Our 
stochastic model agrees with this since it predicts an isotropic 
conductivity tensor. At high Peclet numbers, measured axial 
conductivities are much higher than the lateral ones. An ex
planation for this is given by Levee and Carbonell (1985) in 
terms of the dominant transient heat exchange contribution to 
the transport coefficient during the transient measurements of 
the axial component, while the lateral component is measured 
under steady-state conditions. 

Conclusions 

We assume that mass and energy transport in disordered 
heterogeneous two-phase media can be economically modeled 
by stochastic processes and we use a simple model of 
microscopic transport to achieve closure. A novel 
methodology is introduced that combines the physical ac
curacy of a microdynamic formulation with the mathematical 
simplicity of a stochastic phenomenological approach. By 
comparing with available measured values of steady-state heat 
and mass axial transport coefficients, we prove that this 
methodology is successful in providing good a priori estimates 
of effective transport coefficients. For steady convective heat 
transfer through a packed bed, the effective conductivity (13) 
is shown to depend linearly on the local Peclet number, which 
is based on the bead diameter, the porosity, and the thermal 
diffusivity of the infiltrating fluid. It can be therefore 
significantly larger than the stagnant value for large Prandtl 
numbers even for the Re < 1 values that we encounter in 
natural convection problems, as Georgiadis and Catton (1988) 
have demonstrated. 
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A P P E N D I X 

Multiplicative Stochastic Processes 

In the following, we present an application of the theory 
developed by van Kampen (1974) and Fox (1976) for the ap
proximate solution of the following stochastic equation, 
which describes a multiplicative random process: 

~u(r,t)=a'B(t)u{t,t) (Al) 

where B(t) is a differential operator (includes spatial r 
derivatives of «), which has in general sure and random parts, 
and a ' is a parameter. Without loss of generality, this 
operator can be witten in the form 

a'B(t)=A + aA{t) (A2) 
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where A is deterministic and independent of time and A is 
stochastic with zero mean. The above form suggests that equa
tion (Al) could be solved with a regular perturbation method 
(expansion in powers of a), but this would introduce secular 
terms. To avoid them, the method of cumulant expansion is 
used. 

The exact solution of (Al) can be written formally in terms 
of the time-ordered exponential (operator inside the braces) 

u(r, ?) = j l + a ' 1 dt{B{t{) 

+ a ' 2 ^ r f / , j ^ dt2B{t2)+ . . . ] i / ( r ,0) (A3) 

If -B(^) commutes with B(t2), the time-ordered exponential 
reduces to the ordinary exponential 

exp[jo «&,£(*,)] 

By taking the ensemble average of expression (A3), an equa
tion for (w(r, t)) can be obtained in terms of the following 
ordered-cumulant expansion: 

— <H(r, t))=[a'Kl(r, t)+a'2K2(r, t) + 0(a'3T2)} («(r, /)> 
dt 

(A4) 

where 

A^r, t) = (fl(0> 

K2(r,t) = {B(t)^B(tl)dt,)-{B(t)){\jaB(tl)dti) (A5) 

and T is the autocorrelation time scale of B(t). The expansion 
in (A4) is essentially in terms of r and remains valid as long as 
? » T . Because of the "cluster property," the higher order 
cumulants can be estimated by 

a"'Kn~a'"T"-[ f o r ? » r 

From equation (A2), the governing equation for the ensemble 
average (A4), correct to order 0(a2T)> becomes 

— («(r, t))= \A+a2 j o ' {A(t, t)A(r, t^dtfyulr, t)) 

(A6) 
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Natural Convection Around a 
Heated Cylinder in a Saturated 
Porous Medium 
Numerical solutions are presented for the natural convection heat transfer from a 
heated cylinder buried in a semi-infinite liquid-saturated porous medium. The 
governing equations are expressed in the stream function-temperature formulation 
and finite difference equations are obtained by integrating the governing equations 
over finite cells. The heat transfer characteristics of the heated cylinder are studied 
as functions of the Rayleigh number and the vertical depth of the cylinder center 
from a permeable surface. The numerical scheme involves the use of a cylindrical 
network of nodes in the vicinity of the cylinder with a Cartesian mesh covering the 
remainder of the flow domain. The results are of use in the design of underground 
electrical cables, power plant steam, and water distribution lines, among others. 

Introduction 

Convective fluid flow and heat and mass transport in 
porous media have become the subject of increased recent in
vestigations. Problems arise in ground water systems for in
dustrial and agricultural uses, buried electrical cable and 
transformer coils, and in the storage of radioactive nuclear 
waste materials. The existing literature on convective flows 
and heat transfer in porous media mostly considers a regular 
geometric domain, e.g., rectangular enclosures, the annulus 
between concentric cylinders, etc. (Buretta and Berman, 1976; 
Hoist and Aziz, 1972; Caltazirone, 1976; Facas and Farouk, 
1983). The natural convective flow induced by a heated 
cylinder buried in a semi-infinite porous medium has, 
however, received little attention in the past, in spite of its 
many engineering applications and the interesting flow pat
terns it generates. A numerical study of the above problem is 
considered in this paper. The buoyancy-induced flow around a 
heated cylinder embedded in a semi-infinite porous medium 
offers a challenge to analysis because of the indeterminate 
boundary conditions on the mass inlet flow rate and the selec
tion of an appropriate grid system to handle the circular 
boundary within a rectangular flow domain. 

Heat transfer from buried pipes and cables has long been of 
interest to engineers. The medium considered has usually been 
purely conductive. Approximate and exact steady-state heat 
loss calculations are available in the literature for pipes and 
cables buried in a conductive medium (Eckert and Drake, 
1972; Bau and Sadhal, 1982; Thiayagarajan and Yovanovich, 
1974; Martin and Sadhal, 1978). Eckert and Drake (1972) con
sidered the problem of the buried cylinder in a semi-infinite 
homogeneous conducting medium by an approximate 
analytical model using the concept of infinite line heat sources 
and sinks. Bau and Sadhal (1982) recently treated the same 
problem analytically but considered varying surface 
temperature for cylinder. A bicylindrical coordinate system 
was considered for the analysis. Schrock et al. (1970) and Fer
nandez and Schrock (1982) carried out experiments and 
numerical calculations (using a bicylindrical coordinate 
system) for a cylinder buried beneath a permeable horizontal 
surface. A heat transfer correlation was suggested (Schrock et 
al., 1970), which was later replaced (Fernandez and Schrock, 
1982) by a new correlation with an expanded data base. The 
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standard deviation of data from the correlation was found to 
be 11.4 percent. The Rayleigh number was based on 
(h2-D2/4)1/2 instead of the diameter of the cylinder in the 
above two studies, where h is the burial depth of the cylinder. 
Hickox (1981) and Hickox and Watts (1980) used regular per
turbation expansion to calculate a first-order solution for the 
flow field induced by a point heat source. Their results are of 
significance only for deeply buried sources. Nield and White 
(1982) modeled the cylinder as a line source and studied 
natural convection in an infinite medium. More recently Bau 
(1984) presented analytical solutions for steady-state, low-
Rayleigh-number natural convection induced by a pipe buried 
in a saturated, semi-infinite, permeable medium. Both the 
cylinder and the medium surfaces are maintained at constant 
uniform surface temperatures. The uniform upper surface 
temperature for the medium may, however, be difficult to 
realize physically. 

The objective of the present work was to obtain steady-state 
solutions to the coupled momentum and energy equations for 
natural convection around a heated cylinder buried in a semi-
infinite porous medium, bounded above by a liquid layer. 
Results are obtained over a wide range of Rayleigh numbers 
(based on the diameter of the cylinder) (0-300). Temperature 
and streamline distributions as well as the heat transfer 
characteristics are presented. The effect on the heat transfer of 
the vertical depth of the cylinder from a permeable surface is 
also investigated for the above range of Rayleigh numbers. A 
finite difference numerical scheme using hybrid difference ap
proximation is used for generating the two-dimensional tran
sient and steady-state results. An efficient grid system 
(Launder and Massey, 1978), which involves a polar mesh sur
rounding the cylinder and a Cartesian mesh covering the re
mainder of the flow domain, has been chosen. 

The finite difference calculations invoke problems due to 
the circular boundary of the cylinder as opposed to the rec
tangular boundary of the flow domain. A Cartesian grid could 
in principle be adopted, as is often the case in conduction 
problems. In convection studies, however, there are strong ad
vantages to making all rigid surfaces coincide with a surface 
on which one of the coordinates is uniform. Body-fitted coor
dinate systems or finite element methods could also be 
employed at the expense of additional complexity in the 
governing equations and formulations respectively. The polar 
grid used here in the vicinity of the cylinder gives better con
trol of grid location at the plume region than the body-fitted 
coordinate system. The main disadvantage of the grid system 
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used here is the presence of the intersection zone between the 
polar and the Cartesian grids. The effects of the intersection 
zone was minimized by properly choosing the intersection 
zone for the flow domain and making the polar and Cartesian 
grids of similar sizes near the intersection zone. Nonuniform 
mesh was used in the radial direction near the surface of the 
cylinder. 

Formulation 

The system considered is a buried cylinder in a semi-infinite 
saturated porous medium as shown in Fig. 1, where h 
represents the vertical depth of the cylinder center from the 
permeable upper surface. A rectangular flow domain is ap
proximated for obtaining the numerical solutions. For the 
finite difference solution of the elliptic equations (in space) the 
flow boundaries should be grid lines themselves; otherwise 
either an uneven boundary will result or special finite dif
ference formulae will be needed at the boundaries. This con
straint is more important at a solid boundary since any 
mismatch here between the grid and the boundary could lead 
to an erroneous flow pattern. Referring to Fig. 1, the main 
deterrent here is the circular boundary of the cylinder as op
posed to the rectangular flow domain considered. 

Close to the cylinder, the steepest gradients of flow proper
ties are in the radial direction. Thus a cylindrical polar grid in 
the neighborhood of the cylinder is retained. The remaining 
flow region is filled with a Cartesian mesh. The cylindrical and 
Cartesian grids are entirely independent of one another. 
However, the grids overlap each other and no matching of 
nodes between neighboring grid regions were attempted. A 
line of "false" nodes was defined, for each grid, beyond the 
interaction line to provide a connection between the cylin
drical and polar regions. Additional details of the matching 
region can be found elsewhere (Launder and Massey, 1978; 
Farouk, 1981) and are not repeated here. This system of the 
composite grid was chosen for the present problem as it is 
found to be flexible and capable of modeling any ratio of ver
tical depth (h) to the cylindrical diameter D. 

The governing equations for transient natural convection 
with the Boussinesq, Darcy flow, and negligible inertia ap
proximations are given as 

K 

V'V = 0 

v=-[vp-pfg] 

(1) 

(2) 

dT 
(pc)'—- = X ' V 2 r - ( p c ) [V>vT\ 

at 

c 

k 

L^AannT 
r«4JJ 

i 

' 

/ 

, w . 

> 

Fig. 1 Problem geometry and the composite grid used for the flow 
calculations 

and 

Pf = P0ll-Pj(T-Ta)\ (4) 

where the primes indicate equivalent properties for the 
medium. By taking the curl of equation (2) and using the equa
tion of state (4) we obtain in cylindrical coordinates 

cos 8 3T~\ •> , ( PfK\ „ r • °T cos 8 dT~\ 

v2r— <•/ [-
d\P dT 3$ dT 

XV L dd dr dr dd 

where the stream function is defined as 

1 di/< 

] 
(pc)' dT 

1 
f r = " V„ 

X' 

dtfr 

dt 
(6) 

(7) 
Pfr dd pf dr 

The equations above are used in the vicinity of the cylinder 
The equations in Cartesian coordinates become 

dT 

" • - ( • f ) - * - * -
(3) v 2 r- X' L 

d\// dT dt 3T~\ (pc)' dT 

dy dx 3x dy •]• dt 

(8) 

(9) 

Nomenclature 

c = specific heat 
D = diameter of cylinder 
h = burial depth of the cylinder 
g = acceleration of gravity 
K = permeability 

/ = vertical depth of solution do
main from the cylinder center 

r = radial coordinate 
Ra = Rayleigh number [equation 

(16)] 
T = temperature 
t = time 
v = velocity vector 

vr = radial velocity component 
ve = angular velocity component 
vx = nondimensional velocity com

ponent in the x direction 

vy = velocity component in the y 
direction 

W = half-width of the (symmetric) 
solution domain 

x = Cartesian coordinate denoting 
horizontal distance 

y = Cartesian coordinate denoting 
vertical distance 

iSy = thermal coefficient of volume 
expansion of fluid 

8 = circumferential (angle) coor
dinate, measured from the 
bottom vertical line, counter
clockwise 

X = thermal conductivity 

X' 

V-

p 

= equivalent thermal conductivi 
ty of medium 

= molecular viscosity 
= density 
= porosity (void volume 

fraction) 
= stream function 

Subscripts 
/ = fluid 
5 = solid 
0 = reference condition (for the 

medium) 

Superscripts 
* = dimensionless parameter 
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where the stream function here is defined as 

1 9 ^ 1 9 ^ 
vr=- Pf dy y pj dx 

Nondimensionalizing the variables as defined below 

T*=-
T-Tn 

D' x'=-

where a= , 
<*Pf Pfj 

D 

t*--
X' 

y 
D 

t 

(10) 

(ID 

(pc)' D2 

the governing equations reduce to the following: 

(a) Cylindrical coordinates 

v V 
r dT cos 6 dT* 

-Ra- sin 6 . , +-dr* r* dd 
and 

V2T* [. 
r* L 

d\j/* dT* d^* dT* 

30 dr 

(b) Cartesian coordinates 

v2V-

dx* 36 

dT* 

dT* 

~dl* 

Ra^ 
dx* 

and 

v2r*-- l di* dT* dj,* dT* 

dy* dx* dy* dd 

dT* 

~dF 
The Rayleigh number is defined as 

Ra_SPoPfCfD'-VT.pf 

and 

\'(lx/K) 

VT=(TW-T0) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

The solutions of equations (12)—(15) with appropriate bound
ary conditions give the desired distribution of 4>* and T*. The 
physical properties are evaluated at the mean temperature 
Tm = 1/2 (Tw + T0). 

Solution Domain and Boundary Conditions 

The coupled set of elliptic equations can be solved only if 
the conditions are specified along the entire boundary that 
closes the flow field. The cylinder is considered to be held at a 
uniform temperature Tw (Tw > T0) and the upper surface is 
considered to be permeable. The medium initially is con
sidered to be at T0. The solution scheme presented here is, 
however, not restricted to the isothermal conditions. The 
necessity to limit the size of the solution domain requires that 
the upstream boundary be defined at finite distances from the 
cylinder. The boundary sections are handled as follows: 

Symmetry Plane. Because of the geometry considered, a 
vertical symmetry plane exists and the problem is solved only 
for the vertical half-plane. On the symmetry plane the stream 
function is set equal to zero and the gradient of the 
temperature normal to the symmetry plane is also set to zero. 

Cylinder Surface. The value of the stream function is 
uniform around the cylinder, corresponding to an im
permeable wall. Its value is the same as that along the adjacent 
symmetry plane. The thermal boundary condition applied in 
the present case is that of uniform surface temperature around 
the perimeter of the cylinder. At r* = 0.5, \p* = 0, T* = 1. 

Upper Surface. Flow or recharge through a permeable sur
face may occur when either a standing liquid or a second 
porous medium (with a larger permeability) overlies the 
porous layer of interest. For such cases, the least restrictive 

boundary condition at the permeable surface is one of con
stant pressure. The constant pressure assumption implies no 
viscous interaction between an overlying liquid and porous 
layer. From the vertical momentum balance and the stream 
function definitions, a constant pressure horizontal surface is 
represented by d\p*/dy* = 0. 

Specifying the thermal boundary condition for the upper 
permeable surface is not obvious. Bau (1984) considered an 
isothermal surface, which is difficult to realize in a physical 
sense, especially for moderate or high Rayleigh numbers. 
Schrock and Fernandez (1982) chose a condition similar to 
that used in transpiration cooling. The convective heat 
transfer coefficient at the upper surface was evaluated from 
Nu = 0.54 (Gr • Pr)1/4 . The length scales for the Grashof 
number was not defined and an average value of Nusselt 
number is obtained from the above relation. In this study, 
zero gradient temperature boundary conditions are used for 
the permeable upper surface (of the porous medium) when the 
Rayleigh number (based on diameter) is equal to or above 10. 
It is assumed that the heat transfer through the permeable up
per surface to the liquid layer is primarily by convection. Such 
an approach has been considered for natural convection flows 
around cylinders in an infinite medium (Farouk and Guceri, 
1983). At y*=h/D, dT*/dy* = dj,*/dy = 0. 

Far Field Boundaries. It is assumed that if the far field 
boundaries are set sufficiently far away (given by / and W in 
Fig. 1) from the cylinder, then the velocity components in the 
direction parallel to the far field surfaces is negligible. The ap
proach here is somehow to neglect the minor details of farther 
upstream flow and obtain realistic answers near field and 
downstream (Roache, 1972). The boundary conditions for the 
stream function at the bottom section (y* = - l/D) become 
d^*/dy* =0 and at the side {x* = W/D) become d^*dx*=0. 

The temperature of the fluid drawn into the flow field is the 
same as the ambient temperature. However, for a finite far 
field distance from the cylinder, zero gradient temperature 
boundary conditions were considered, i.e., at y*=-l/D, 
dT*/dy*=0 and at x* = W/D, dT*/dx*=0. 

Intersections Between Polar and Cartesian Grids. The 
values of the dependent variables on the "false" polar and 
Cartesian nodes are obtained by interpolation from the sur
rounding four Cartesian and polar nodes, respectively 
(Launder and Massey, 1978). These values are then used as the 
boundary conditions during the next cycle of iteration. The in
terpolation assumes a linear variation of the dependent 
variables between the grid nodes, which is a reasonable ap
proximation when the grid intersections are not within the wall 
boundary layers and when sufficiently fine grids are used. 

Local Nusselt numbers are defined for the cylinder surface 
as 

Nu(0) = 
dT* 
dr* 

(18) 

Mean or average value of Nusselt number at the cylindrical 
surface is given by 

Nu= \*Nxi{6)dd 
•K JO 

(19) 

Solution Procedure 

For both polar and Cartesian coordinates, equations 
(12)—(15) are transformed in difference equations using a con
trol volume approach. A fully implicit scheme is employed 
and the energy and stream function equations are solved by a 
point iteration scheme. A hybrid difference scheme was used 
for the convection-diffusion terms. 
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A grid is established by dividing the region close to the 
cylinder in the r and 8 directions. For the remaining area of the 
flow domain considered the grid is established by dividing the 
region in the x and y directions. For the range of Rayleigh 
number and the ratio of vertical depth to diameter (h/D) con
sidered, a polar grid of 25 x 25 (r x d) and a maximum Carte
sian grid of the 54x 91 (xxy) appeared sufficient. The extent 
of the cylindrical domain was chosen such that the intersection 
region of the polar and Cartesian grid fell halfway between the 
upper surface and cylinder top. Steady-state solutions were 
believed to have been reached when | Nu" + 1 — Nu" | < 10 ~5 

where n denotes the number of time increments. For different 
values of h/D and Rayleigh number, minimum values for / 
and W had to be determined such that the mean Nusselt 
number would be independent of these two parameters. The 
values of 3.5£> for / and 6D for W were found to be adequate 
for the range of Rayleigh number and h/D investigated. Only 
steady-state solutions are presented in the following section. 

Results and Discussion 

For a horizontal heated cylinder submerged in an un
bounded medium, the natural convection heat transfer 
characteristics are functions of the Rayleigh number only. 
When the cylinder is buried in a semi-infinite medium in close 
proximity to the upper bounding surface, the Nusselt number 
becomes a function of the geometry, in particular of the ver
tical depth of burial, as well. To study the effects of h/D ratio 
on the heat transfer characteristics and the flow patterns, 
results were obtained for a range of h/D values at specified 
Rayleigh numbers (based on the diameter D of the cylinder). 
Results were obtained for h/D values of 0.8, 1.2, 2.0, 2.8, 3.8, 
4.6, 5.2, and 7.2 for Rayleigh numbers varying from 0 to 300. 

For a Rayleigh number set equal to zero the problem 
reduces to that of a buried cylinder in a purely conductive 
medium. To assess the validity of the solution scheme and the 
approximate boundary conditions used, the above problem 
was investigated first. For the pure conduction problem, the 
temperature boundary condition of the upper surface was con
sidered to be constant (as against the zero gradient boundary 
condition used for the natural convection cases.) The h/D 
ratio in this case was set equal to 3 and l/D and W/D ratios 

were equal to 5.0 and 8.0, respectively. Near the cylinder sur
face and in the region between the upper bounding surface and 
the cylinder, excellent agreements were obtained with the ap
proximate solutions given by Eckert and Drake (1972). 

For the conduction problem, no boundary layer is formed 
and a finite far field approximation is more severe than in a 
convection dominated problem. Indeed, it was found that for 
high Rayleigh number flows, large values of / and W (of the 
computational domain) had little significance for the heat 
transfer characteristics predicted. 

Figures 2 to 4 show the local Nusselt number predictions for 
a wide range of Rayleigh number, for h/D equal to 2.4, 3.8, 
and 5.2, respectively. As shown in Fig. 3, the local Nusselt 
numbers are high at the bottom region of the cylinder, due to 
little fluid movement in this region. For all Rayleigh numbers 
considered, the local Nusselt number decreases continuously 
as the upward plume region is approached. For h/D = 3.8, 
the local Nusselt number behavior for Rayleigh numbers of 10 
and 50 is almost the same as compared to the h/D = 2.4 case, 
as shown in Fig. 3. For higher Rayleigh numbers, the in
creased burial depth (from h/D of 2.4 to 3.8) causes a decrease 
of the local values of the Nusselt numbers, especially at the 
lower stagnation (8 < 60 deg) region. A similar trend is ob
tained for an even higher burial depth (h/D = 5.2) as shown 
in Fig. 4. Numerical and experimental heat transfer data for 
the above ranges of Rayleigh number (based on cylinder 
diameter) and burial depth were reported earlier by Fernandez 
and Schrock (1982). For the numerical computations, a dif
ferent thermal boundary condition for the upper surface was 
used. However, no local Nusselt number predictions or 
measurements were reported. The results presented in Figs. 
2-4 thus could not be compared with the above study. 

Figure 5 shows the steady-state results of the mean Nusselt 
numbers for various h/D ratios and for the entire Rayleigh 
number range (0-300) considered. At low Rayleigh numbers 
(Ra = 10), heat transfer from the cylinder is conduction 
dominated and larger values of the mean Nusselt number are 
observed as the h/D ratio is decreased. For computational 
reasons (the hybrid grid), no results were obtained below an 
h/D ratio of 0.8, although the minimum ratio possible is 0.5, 
when the cylinder is just under the permeable horizontal sur-
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Fig. 2 Local Nusselt number distributions at various Rayleigh 
numbers (h/D = 2.4) 
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Fig. 3 Local Nusselt number distributions at various Rayleigh 
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face. Recently, Bau (1984) has reported that on optimal burial 
depth exists for which heat losses from the cylinder are 
minimized. His results are, however, for a low Rayleigh 
number range (0-20) and an isothermal upper surface bound
ary condition was used in the analysis. 

As the Rayleigh number increases, interesting trends are 
observed for the Nusselt numbers over varying h/D ratios. 
The heat transfer is enhanced by convection and a transition 
range is observed where conduction, convection, and burial 
depth have significant effects on the mean Nusselt number. 
This transition range may be indicated by the inflection points 
observed for Rayleigh number equal to 50. A minimum point 
is observed, but with increasing burial depth, the heat transfer 
increases signifying a developing flow field. After reaching a 
maximum point, the Nusselt number is found to level out and 
will ultimately reach the value for a cylinder buried in an in
finite porous medium. Intermediate runs were made between 
Rayleigh numbers of 10 and 50 and it was found that the 
minimum heat transfer point shifts to a lower h/D ratio for in
creasing Rayleigh numbers. This agrees qualitatively with the 
predictions of Bau (1984). 

One of the important observations from Fig. 5 is that at 
higher Rayleigh numbers (Ra > 75), the heat transfer is, in 
fact, found to increase as the h/D ratio is increased from the 
value of 0.8. It is conjectured that for convection-dominated 
cases, the flow field is not well developed when the h/D ratio 
is small. As h/D is increased, a maximum heat transfer situa
tion is observed, and then the Nusselt number gradually 
reaches the asymptotic value, corresponding to a cylinder 
buried in an infinite medium. The asymptotic values of the 
Nusselt number (for h/D very large) could not be found in the 
literature for finite diameter cylinders. The maximum heat 
transfer occurrence seems to shift toward smaller burial depth 
as the Rayleigh number increases, suggesting that a full 
development of flow is crucial to the maximization of the heat 
transfer. 

The mean Nusselt number predictions of Fernandez and 
Schrock (1982) are now compared with the present predic
tions. A one-to-one comparison, however, is not possible due 
to the differences in considering the upper bounding thermal 

boundary condition as discussed earlier. In Fig. 6, we plot the 
Nusselt numbers predicted in Fernandez and Schrock (1982) as 
a function of h/D for various Rayleigh numbers (based on the 
cylinder diameter D). It should be noted here again that the 
Rayleigh number in Fernandez and Schrock (1982) is based on 
the length scale [h2 —D2/4]l/2 and hence the predictions were 
converted to the cylinder diameter-based Rayleigh number. 
For low Rayleigh numbers (=10) there is good agreement be
tween our predictions and those given in Fernandez and 
Schrock (1982). Qualitatively similar results are obtained in 
the two studies between Rayleigh numbers of 50 and 100. In 
our predictions, the Nusselt number decreases at a faster rate 
than in Fernandez and Schrock (1982) for higher burial 
depths. This may be caused by the difference in the boundary 
conditions in Figs. 5 and 6. Significant differences are, 
however, observed for Rayleigh numbers of 200 and 300 bet
ween the two predictions. Data (both numerical and ex
perimental) are presented for limited h/D values in Fernandez 
and Schrock (1982) for the higher Rayleigh numbers and no 
variation of Nusselt number with burial depth is observed. 
This is difficult to justify from a physical point of view. The 
characteristics observed in our predictions for the high 
Rayleigh numbers have already been explained. More in
vestigation is recommended in this area to verify the results. 

Figures 7 and 8 show computed steady-state streamlines and 
isotherms for Ra = 10 and h/D = 1.2. The entire computa
tional domain is not shown in the above figures {1/D = 3.5D 
and W/D = 8). Due to the approximate boundary conditions 
used at the far fields, only the near field solutions are shown in 
the above figures. The boundary layer is substantially thick 
and for the weak convective effects, little refilling or discharge 
is occurring through the upper permeable surface and a large 
recirculating zone appears. The steady-state streamlines and 
isotherm patterns for an intermediate Rayleigh number of 75 
and h/D = 2.4 are shown in Figs. 9 and 10. A much more 
vigorous convective flow is indicated by the higher values of 
the streamlines. The thermal boundary layer is much thinner 
due to increasing fluid velocity. The results shown in Figs. 
7-10 are qualitatively similar to the calculated results of Fer
nandez and Schrock (1982). Figure 2 of Fernandez and 
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Fig. 9 Streamlines around the heated cylinder, Ra = 75, h/D = 2.4 

Fig. 7 Streamlines around the heated cylinder, Ra = 10, h/D = 1.2 

Schrock (1982) give results for h/D = 1.2 and Ra = 9.2. The 
velocity fields are similar to those shown in Fig. 7 (in this 
paper) where the plume is a little narrow due to the higher Ra. 
The temperature fields predicted near the upper surface are 
quite different from those shown in Fernandez and Schrock 
(1982), which may be due to the difference in thermal bound
ary condition at the medium surface. However, there is good 
agreement between the Nusselt number predictions. For Ra > 
10, the isotherms become increasingly skewed in the upward 
direction which results from the relatively strong convective 
flow. 

Finally Figs. 11 and 12 depict the streamlines and isotherms 
for Ra = 200 and h/D = 2.4. At this high Rayleigh number, a 

Fig. 10 Isotherms around the heated cylinder, Ra = 75, h/D = 2.4 

thin boundary layer forms near the cylinder surface and the 
upward plume is narrow. The major portion of the discharge 
comes from the sides and top, instead of the bottom. Such 
trends are also obtained for natural convection flows around 
heated cylinders in a single-phase medium at high Rayleigh 
numbers (Farouk and Guceri, 1983). 

As can be seen in Figs. 7, 9, and 11, the flow near the 
cylinder is much stronger compared to the rest of the flow do
main. For a representative case (Fig. 7), solutions were ob
tained for larger W/D and l/D ratios, keeping the grid density 
in the flow domain constant. In that case the flow lines 
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I X / I 
Fig. 11 Streamlines around the heated cylinder, Ra = 200, hID = 2.4 

represented the approximate far field boundary conditions 
much better than as shown in Fig. 7. Little change was, 
however, predicted for the mean Nusselt numbers. As can be 
seen in Figs. 8, 10, and 12, the location of the far field bound
aries has less effect on the temperature solutions. 

Conclusions 

The natural convection from a cylinder buried in a semi-
infinite porous medium, bounded above by a liquid layer, has 
been numerically investigated. The behavior of the mean 
Nusselt number as a function of the burial depth to cylinder 
diameter ratio is interesting and is found to be quite different 
for conduction and convection-dominated cases. The results 
presented here can be explained well from physical 
standpoints. 
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Thermal Conwection Around a Heat 
Source Embedded in a Box 
Containing a Saturated Porous 
Medium 
A study of the thermal convection around a uniform flux cylinder embedded in a 
box containing a saturated porous medium is carried out experimentally and 
theoretically. The experimental work includes heat transfer and temperature field 
measurements. It is observed that for low Rayleigh numbers, the flow is two dimen
sional and time independent. Once a critical Rayleigh number is exceeded, the flow 
undergoes a Hopf bifurcation and becomes three dimensional and time dependent. 
The theoretical study involves the numerical solution of the two-dimensional Dar-
cy-Oberbeck-Boussinesq equations. The complicated geometry is conveniently 
handled by mapping the physical domain onto a rectangle via the use of boundary-
fitted coordinates. The numerical code can easily be extended to handle diverse 
geometric configurations. For low Rayleigh numbers, the theoretical results agree 
favorably with the experimental observations. However, the appearance of three-
dimensional flow phenomena limits the range of utility of the numerical code. 

1 Introduction 

Thermal convection around a uniform flux pipe embedded 
in a box containing a saturated porous medium is studied ex
perimentally and theoretically. The geometric configuration 
involved is schematically depicted in Fig. 1. The study is rele
vant to the estimation of heat transfer from stored nuclear fuel 
rods and buried nuclear waste. Additionally, the experiment 
simulates approximately the problems associated with hot 
pipes buried in saturated soils. Such problems arise, for exam
ple, in connection with underground electrical power-
transmission lines, and oil or gas transmission in pipelines 
where the fluid is heated or cooled to reduce pumping costs. 

Although the case studied in this manuscript has not at
tracted much attention in the literature, the related problem of 
heat losses from buried pipes has been considered in the heat 
transfer literature. In the past, some authors (Lebedev et al., 
1965; Thiyarajan and Yovanovich, 1974; Bau and Sadhal, 
1982; DiFelice and Bau, 1983) have assumed that heat losses 
may be calculated using a conduction model. Such an ap
proach may be valid in the case of dry or low-permeability 
soils. However, should the medium be permeable to fluid mo
tion, the heat transport mechanisms would include both con
duction and thermal convection. Thermal convection in the 
porous medium around buried pipes with a variety of bound
ary conditions has been taken into account in experimental 
and theoretical works by Schrock et al. (1970), Fernandez and 
Schrock (1982), Farouk and Shayer (1985), Bau (1984), and 
Himasekhar and Bau (1986). 

Our main objective in this study is to obtain correlations for 
the heat transfer associated with a cylindrical heat source 
embedded in a box. To this end, we solve the two-dimensional 
Darcy-Oberbeck-Boussinesq equations numerically. The 
complicated geometry (Fig. 1) is handled through the use of 
boundary-fitted coordinates (Thompson and Warsi, 1982). 
Experiments are conducted to verify the numerical results. 
The experimental observations show that for low Rayleigh 
numbers, the flow is, indeed, two dimensional; however, as 
the Rayleigh number increases beyond some critical value, 
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which depends on the geometric dimensions of the apparatus, 
the two-dimensional flow undergoes a Hopf bifurcation into 
three-dimensional, time-dependent convection. Thus, the two-
dimensional, numerical solution is valid only for Rayleigh 
numbers smaller than the critical one. As a secondary objec
tive, we wish to establish whether the experimental apparatus 
may be used to model convection associated with a heated pipe 
buried in a semi-infinite medium. The difference between the 
model and the real-life situation is, of course, the presence of 
lateral boundaries in the experimental apparatus. According
ly, we investigate numerically the effect of the location of the 
lateral boundaries on the heat transfer process. 

We note in passing that Schrock et al. (1970) have used an 
experimental apparatus similar to ours though with somewhat 
different boundary conditions (a permeable top surface was 
used in their case in contrast to the impermeable top surface 
used in our case). In their work, Schrock et al. (1970) did not 
report the transition into a three-dimensional, time-dependent 
flow that we observed in our experiments. 

2 Experimental Apparatus and Procedure 

The experimental apparatus consists of a cylindrical, 
quartz, immersion heater 9.6 mm in diameter and 114 mm in 
heated length, embedded in a well-insulated plexiglass box 
whose schematic description and major dimensions are 
depicted in Fig. 1. The length of the heater spans the box's 
width. The top boundary of the apparatus consists of a per
forated brass plate heat exchanger. A network of 6.3 mm (1/4 
in.) holes was drilled inside the plate to accommodate cooling 
water circulation. Four thermocouples were welded to the bot
tom surface of the plate. The measured temperature variations 
were always smaller than 1 percent of the temperature dif
ference between the heater and the top plate. The perforations 
in the plate were made to accommodate thermal expansion of 
the fluid inside the apparatus. The equivalent permeability of 
the plate is estimated as 3.6x 10~u m2, which is about 0.2 
percent of the porous medium's permeability inside the ap
paratus. In view of the above, the plate is assumed to be im
permeable and isothermal for the purpose of the theoretical 
modeling (section 3). The vertical distance between the top 
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Fig. 1 Schematic description of the experiment setup (all dimensions 
are in mm); the third dimension of the apparatus L = 114 mm 

surface and the heater (rd in Fig. 1) can be varied. A water 
pool of approximately 10 mm depth is maintained above the 
heat exchanger. The top of the apparatus is sealed to prevent 
evaporation. 

The flow rate and temperature rise of the cooling water 
(typically around 1 °C) in the top brass plate were continuously 
monitored with thermopiles and used to compute the rate of 
energy outflow from the apparatus with an estimated error 
smaller than 3 percent. This quantity was compared and found 
to be within 6 percent of the electrical power input into the 
heater. The above difference is attributed to heat losses 
through the lateral and bottom walls. 

A network of forty 36-gage copper-constantan ther
mocouples is embedded at various locations within the porous 
matrix. Some of the temperatures were continuously recorded 
with a multichannel strip chart recorder to facilitate detection 
of time-dependent phenomena. 

The porous medium is simulated using uniformly sized, 
closely packed, spherical glass beads, each of which is 4 mm in 
diameter. The saturating fluid is distilled, degassed water. The 
porosity, 4>p = 0.4 ± 0.001, is determined experimentally by 
displacing water as the bed is packed. The permeability, X = 
1.6 x 10"8 m2, is obtained from Kozeny Carman's formula 
(Bear, 1972). The effective thermal conductivity, keq = 0.85 
± 0.05 W/mK, is determined by comparing measured and 
computed heat flows in the region of low heat inputs when the 
heat transfer is conduction dominated and convective effects 

Mathematical model 

are negligibly small. The computed heat flow is obtained by 
solving a conduction problem that utilizes the measured 
temperature distribution on both the cylinder and box surfaces 
as an input. The aforementioned thermal conductivity lies be
tween the values 0.83 and 0.90 W/mK, which were obtained 
from series and parallel models (Combarnous and Bories, 
1975), respectively. 

More details about the experimental apparatus and pro
cedure are provided by Himasekhar (1987). 

Experiments are carried out, starting from a quiescent in
itial state. The power input into the heater is changed in a se
quence of small steps. After each step, a period of several 
hours is allowed in order to achieve steady state. Once the 
maximum allowed temperature has been achieved, the experi
ment is repeated by gradually reducing the input power to the 
heater. At each stage, the power input and output as well as 
the temperature distribution inside the porous medium are 
measured. 

3 Analysis 

3.1 Mathematical Model. In this study, we focus on 
relatively low Rayleigh numbers. Thus, we neglect inertia, 
dispersion, and wall channeling effects and assume that the 
fluid flow may adequately be described by the 
Darcy-Oberbeck-Boussinesq's equations (Joseph, 1976), 
which in nondimensional form may be written as 

vH=-Rqex 

v2e=tyex-txdy 
(i) 

Nomenclature 

g = gravitational acceleration 
keq = equivalent thermal conduc

tivity of the porous medium 
L = axial length of the apparatus 

Nu = Nusselt number (equation 4) 
Q = heat flow per unit length of 

the pipe =Q//r e ?(f , . -f0) 
q, = heat flux on pipe 

surface = qfi/keq{fi-t0) 
r, cj> = cylindrical coordinates 

r, = radius of the cylinder 
rd = burial depth (Fig. 2) 
rs = distance between the cylinder 

center and the side walls 
(Fig. 2) 

Rq = Darcy-Rayleigh number 
(equation (2)) 

Rejj = effective Darcy-Rayleigh 
number = Rq • (rd/r,) 

t = temperature 
x, y = Cartesian coordinates (Fig. 

2) 
aeq = equivalent thermal diffusivity 

of the porous medium 
15 = thermal expansion coefficient 

of the saturating fluid 
0 = nondimensional temperature 

= (f-f^k^/qifi 
X = permeability 
vj = kinematic viscosity of the 

saturating fluid 

T 

body-fitted coordinates 
nondimensional 
time = T<xeq/rf 
porosity of the porous 
medium 
streamfunction 

Subscripts 
1 = cylinder surface 
o = surface of the top horizontal 

medium 
c = centerline above the top of 

the cylinder 

Superscripts 
= dimensional quantities 
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where \p and 8 are the stream function and the temperature, 
respectively; x and y are Cartesian coordinates (Fig. 2); 
subscripts indicate partial derivatives; 

asx/? q, 

n=n 

* , = - Vfaeqka 
(2) 

is the Rayleigh number based on the heat flux <?,; r, is the 
radius of the cylinder; vf is the kinematic viscosity of the fluid; 
and aeq is the effective thermal diffusivity. 

The length scale is r,; the temperature scale is q{ fj/aeq, and 
the time scale is rf/aeq. Quantities with (without) superscript 
caret are dimensional (nondimensional). From here on, all the 
numerical values appearing in the manuscript are 
nondimensional. 

The boundary conditions are: 

6r=-l, i/< = 0 @x2+y2 = \ 

6x = j , = 0 x=±rs, -rs<y<rd 

ey = ^ = Q -rs<x<rs y=-rs 

6 = ,p = 0 -rs<x<rs y = rd 

The Nusselt number (Nu) is defined as the ratio between the 
actual heat flow and the heat flow in the absence of convection 
(Scond)-

Q 
Nu = - ^ (4) 

xlcond 

The specification of the location of the boundary conditions 
using conventional coordinate systems is somewhat incon
venient. To overcome this difficulty, we map the physical do
main (Fig. 2) onto a rectangle. This mapping may be ac
complished by employing boundary-fitted coordinates 
(Thompson and Warsi, 1982). 

3.2 Boundary-Fitted Coordinates. We introduce a new 
curvilinear coordinate system (£, ij) such that the inner bound
ary (the cylinder's surface) and the outer boundary (the rec
tangle) coincide with fixed values of TJ, IJ0, and ?jm, say. In 
general £ and i? may not be orthogonal. 

From the various techniques available for the generation of 
curvilinear coordinate systems, we chose the PDE method ad
vocated by Thompson and co-workers. For details, interested 
readers are referred to Thompson and Warsi (1982) and the 
literature cited there. Briefly, we obtain the transformation 
relations for the mapping by solving the nonlinear partial dif
ferential equations 

L2x = 0, L2y = 0 

where the operator 

L2f= -L [aJu -2aifh + Ca/-„ + HPfi +QfJ], 
J2 

ax=x]+y\,a2=xl+y\, (5) 

a3 = xix„ + y^y,,, and J=x^ -xny^ 

P and Q are both functions of £ and r;. Their main use is to 
control the physical distance between any two adjacent coor
dinates. Here, we set 

P = 0 

and 

Q= -A [sgn (n-rio) e xP \-D{yi—q0)] 

+ sgn(i)-i;m)»exp[-Z)(ijm-7/)]) (6) 

The boundary conditions consist of the specification of the 
location of the boundary surfaces plus a symmetry condition 
along the vertical axis. 

Equations (5) are solved iteratively using central dif
ferences. A typical example of the resulting coordinate system 

Fig. 3 A typical example of the boundary-fitted coordinates (rd 
and rs = 14.6; all quantities are dimensionless) 

7.4 

is depicted in the physical plane in Fig. 3. The computational 
domain consists of the rectangle £0 < £ < £,„ and ij0 < TJ < 

3.3 Numerical Solution. Next, the governing equation (1) 
with the boundary conditions (3) are transformed into the new 
coordinate system (£, rj). The resulting equations are 

Rn 
LH=—f{yr,6i-yi6J 

L2e=—(^ei~^ieri) 

(7) 

with the boundary conditions 

1̂  = 0, d^(x( sin <j>—y^ cos 4>) +di(y1)cos </>—x, sin <f>)= -J 

at TJ = 7J0; £ 0 < £ < £ m 

yp=yriei-yidri=0 at v = Tim; £ 0 < £ < £ ! 

$=xi xje=0 at ij = ijm; £ ! < £ < £ 2 

^ = 0 = 0 at j) = 7jm; £ 2 < £ < £ m 

^ = 0£=O at £ = £i, £„,; r / 0 <^<i j m 

where </> = tan~' (y/x) and the significance of £,• and ?;,• is 
depicted in Fig. 3. 

The equations (7) are discretized using finite differences on 
a uniform grid with A£ = A?/. Diffusive and convective terms 
are approximated, respectively, with central and upwind dif
ferences (Roache, 1976). The resulting algebraic equations are 
solved iteratively using successive overrelaxation. The iterative 
procedure is terminated once the convergence criteria 

J,«+l _J ,n . Qn+l 
max vu V'J U'J <e 

are satisfied. e = 1 0 - 4 is used since more stringent conditions 
do not lead to a significant difference in the results. 

Since boundary-fitted coordinates are infrequently 
employed in thermal convection analysis, we decided to verify 
our numerical code by solving a thermal convection problem 
in a concentric, horizontal annulus for which solutions are 
available from other sources (i.e., Caltagirone, 1976; Bau, 
1984). Results obtained using the present code favorably agree 
(as shown in Table 1) with those of others. 

The next issue we address is the minimal number of grid 
points required to obtain solutions that are reasonably grid-
independent. To this end, we solve the problem at hand (a 
cylindrical source in a rectangle) for various mesh sizes. In 
Table 2, we document the effect of mesh size on the solution 
for Rq = 25. Nu, and Nu0 are the Nusselt numbers computed 
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Table 1 Comparison of results for Ra = 100 for a concentric annulus with radius ratio = 2 

Source 

Number of 
grid 
points 

Nu 

•/•max 

Bau, 
1984 

(30x44) 

1.844 

9.964 

Caltagirone, 
1976 

(49x49) 

1.829 

9.748 

(17x17) 

1.810 

9.961 

Present code 

(25x25) 

1.834 

9.996 

(33x33) 

1.848 

9.996 

at the cylinder and top surfaces, respectively. \pmm is the max
imum value of the streamf unction. We estimate that for 
(42x42) grid points, the results should be correct within 0.2 
percent. This is the mesh size employed in all our 
computations. 

4 Results and Discussion 

In this section, we describe and compare the results of the 
experiments and the numerical simulation. The first part of 
the section considers the description of the temperature and 
flow fields while the second part focuses on the heat transfer. 

4.1 Flow and Temperature Fields. The flow (stream lines) 
and the temperature field (isotherms) are depicted, respective
ly, on the right-hand side and left-hand side of Figs. 4 and 5. 
In both cases, the nondimensional burial depth rd = 1A. Both 
isotherms and streamlines are equally spaced. The solid lines 
and the symbols correspond, respectively, to the theoretical 
and experimental results. 

For low Rayleigh numbers, as in the case depicted in Fig. 4 
(Rq — 0.24), the temperature field resembles the conductive 
one. This suggests that most of the heat is transported by con
duction. The flow field is two dimensional and consists of two 
counterrotating cells, one in each half of the box. Hot fluid is 
rising next to the cylindrical heater and descending along the 
side walls. 

As the Rayleigh number increases, the convective effects 
become more important. This is signified by the appearance of 
a plume region above the hot pipe (Fig. 5, Rq = 8.8). The 
computed isotherms (solid lines) agree with the measurements 
(symbols in Fig. 5). The flow field remains two dimensional 
and bicellular although the center of rotation moves upward 
as the Rayleigh number increases. 

In Figs. 6 and 7, we depict, respectively, the temperature 
distribution around the pipe surface and that along the vertical 
axis (above the heater) for various Rayleigh numbers. The 
solid lines and the symbols represent, respectively, theoretical 
and experimental results. The agreement between the 
theoretical and experimental results is quite good for Rq < 10. 
For Rq > 10, we observe significant deviations between the 
theory and experiment (beyond the margins of experimental 
error). These deviations are attributed to the evolution of 
three-dimensional flow, which we describe later. 

In Fig. 6, the temperature distribution on the cylinder sur
face is depicted. Although the actual temperature increases as 
Rq increases, the nondimensional temperature exhibits the 
reverse trend. This is due to the nondimensional scheme 
employed in this paper in which the temperature scale is pro
portional to the heat flux (or to Rq). 

In Fig. 7, the temperature distribution along the plume axis 
is depicted as a function of the vertical location for various 
values of the Rayleigh number. As the Rayleigh number in
creases, boundary layers develop next to the cylinder and top 
surface; the temperature distribution between the boundary 
layers tends to flatten out. 

As the Rayleigh number increases further, the temperature 
field ceases to be time independent. The recorded time traces 

Table 2 Effect of grid size for a rectangular box with the 
heated pipe subjected to a uniform heat flux condition for 
dimensionless rd = 7.4 and rs 14.6; Rq =25 

Grid 
points 

Nu,- Nun 

18x18 
26x26 
34x34 
42x42 
50x50 

4.142 
4.284 
4.425 
4.436 
4.442 

4.756 
4.647 
4.463 
4.446 
4.444 

10.06 
9.97 
9.83 
9.62 
9.61 

Fig. 4 The flow (RHS) and temperature fields (LHS) corresponding to 
R„ = 0.24 and rd = 7.4; the symbols and the solid lines represent, 
respectively, the experimental and the numerical data 

Fig. 5 The flow (RHS) and temperature fields (LHS) corresponding to 
Rq = 8.8 and rd = 7.4; the symbols and the solid lines represent, 
respectively, the experimental and the numerical data 

of the temperature at nondimensional height y = 2 reveal ap
proximately periodic behavior for Refj > 50 and rd = 7.4 and 
for ReJy > 150 and rd = 13.9. The magnitude of the critical 
Rayleigh number at the onset of the three-dimensional, 
oscillatory convection appears to be an inverse function of the 
ratio of the axial length of the heater to the burial depth which 
in our experiments had values of 3.2 and 1.7. In Fig. 8, we 
depict the measured average period as a function of the 
Rayleigh numbers for rd = 7.4 (open circles) and 13.9 (solid 
circles). The period appears to decrease as the Rayleigh 
number increases. 
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Fig. 6 The variation of the cylinder surface temperature (0,) is depicted 
as a function of angular location (<>) for various Rayleigh numbers /?„ for 
rd = 7.4; the experimental and numerical data are represented by sym
bols and solid lines, respectively 

y 

Fig. 7 The variation of the centerline temperatures (6C) is depicted as a 
function of the vertical distance (y) for several Rayleigh numbers, rd = 
7.4; the symbols and the solid lines correspond to the experimental and 
numerical data, respectively 

Examination of the temperature field reveals that once the 
phenomenon becomes time dependent the temperature field is 
no longer two dimensional. In Fig. 9, we depict the 
temperature distribution along a horizontal line parallel to the 
heater axis (z) at a nondimensional height y = 2. This 
temperature distribution (Fig. 9) has a sinusoidal shape, which 
corresponds to ascending (peaks) and descending (valleys) 
fluid columns. Hence, the flow must have a velocity compo
nent in the z direction. That is, the convective motion has a 
spiral form where the ascending column above the heater is 
also moving axially. The spatial periodicity corresponds 
roughly to the burial depth rd. Clearly, the utility of the pres
ent numerical code is limited to Rayleigh numbers smaller 
than the critical ones. 

We note in passing that the evolution of time-dependent, 
three-dimensional flows also has been observed by others for 
different geometric configurations involving thermal convec
tion in porous media. See, for example, Caltagirone's (1976) 
work concerning a horizontal concentric annulus and Bau and 
Torrance's (1982) work concerning a vertical cylinder heated 
from below. 

4.2 Heat Transfer. In Fig. 10, we depict the variation of 
the Nusselt number (Nu) as a function of the Rayleigh number 
(Rq) for various burial depths rd = 2, 7.4, and 13.9. The solid 
lines correspond to the theoretical results while the symbols 
represent experimental data. The dashed line in Fig. 10 in
dicates the appearance of the three-dimensional, time-
dependent flow. For Rayleigh numbers smaller than the 
critical one, the experimental data are scattered around the 

_ 
: 

1 I 

1 1 

[ 1 1 1 1 

^ t . ® ^ 

1 1 1 1 1 

1 

1 

1 1 

_ 

-

1 1 

100 1000 5000 

Reff 

Fig. 8 The variation of the nondimensional time period (i) is depicted 
as a function of flef( for rd = 7.4 (open circles) and rd = 13.9 (solid 
lines) 

T°c 

Fig. 9 The variation of the temperature at y = 2 and 0 = -a is depicted 
as a function of the nondimensional axial distance zIL, for rd = 7.4 and 
fl„ = 139.4 

Nu 

R e f f 
Fig. 10 The variation of the Nusselt number (Nu) is depicted as a func
tion of the Rayleigh number Reff for various burial depths; the symbols 
and solid lines represent, respectively, the experimental data and cor
relation equation (8) 

theoretical predictions. However, for Rayleigh numbers larger 
than the critical one, once the flow becomes three dimensional 
and time dependent, the theoretical calculation tends to 
underestimate the Nusselt number; thus it may merely be used 
for estimating a lower bound for the heat transfer. 

Based on our theoretical predictions, we construct a correla
tion for the Nusselt number for rs > 2 rd in the form 

Nu = (l + Nu4„)1 (8) 

where 
-0.43(r,-1)1 £1/3 

q 
Nu«, = [1.52-1.41 e 

Next, we consider the effect of the location of the lateral 
boundaries on the heat transfer. In Fig. 11, we depict the 
average surface temperature (0,) which is inversely propor
tional to the heat flow as a function of the distance to the 
lateral boundary (rs) for various Rayleigh numbers Rq = 1,5, 
and 10, and for burial depth rd = 7.4. As Fig. 11 makes ap-
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9i 
1 .45 -

Fig. 11 The effect of boundaries on the average surface temperature 
0,, for rd = 7.4 

parent, the average temperature (0,) is not a monotonic func
tion of rs. As rs increases, 6, initially decreases, attains a 
minimum value, and then increases again to some asymptotic 
value, which corresponds to the average temperature of the 
cylinder in the absence of lateral boundaries. The existence of 
a similar temperature minima has been observed by Fand et al. 
(1986) and by Sparrow and Pfeil (1984) and has been at
tributed to a chimney effect. 

For any practical purpose, it appears that the asymptotic 
value of 6j (which corresponds to rs — <x>) is approximately 
obtained for rs > 2 rd. Thus, if one were to construct an ex
periment to simulate heat losses from a buried pipe, it would 
suffice to set rs > 2 rd. 

5 Conclusion 

An experimental and theoretical study of heat losses from a 
cylindrical source embedded in a box is carried out. 

The experimental evidence shows that there exists a critical 
Rayleigh number below which the flow is two dimensional and 
time independent and above which the flow becomes three 
dimensional and time dependent. The magnitude of the 
critical Rayleigh number appears to be an inverse function of 
the ratio of the cylinder length and the burial depth. 

The theoretical work consists of developing a finite dif
ference code based on the Darcy-Oberbeck-Boussinesq equa
tions. The complex geometry is conveniently handled through 
the use of boundary-fitted coordinates. The theoretical results 
agree favorably with experimental observations for subcritical 
Rayleigh numbers. 

Thus, it appears that both the DOB equations and the 
numerical code based on the boundary-fitted coordinates can 
adequately predict subcritical flows. However, for super
critical Rayleigh numbers, the numerical code underestimates 
the heat transfer. Accordingly, it will have to be modified to 
enable treatment of three-dimensional and time-dependent 
phenomena. It is also possible that for large Rayleigh 

numbers, non-Darcian effects may become important, and it 
would be necessary to modify the equations accordingly. 

The adequacy of the experimental apparatus for modeling 
heat losses from a buried pipe is also examined and it appears 
that for any practical purpose (i.e., 1 percent accuracy), it 
would suffice to construct an apparatus where the lateral 
boundaries are positioned at a distance from the pipe of about 
twice the burial depth. 
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Fluid Flow and Mixed Convection 
Transport From a lov ing Plate in 
Rolling and Extrusion Processes 
The heat transfer arising due to the movement of a continuous heated plate in pro
cesses such as hot rolling and hot extrusion has been studied. Of particular interest 
were the resulting temperature distribution in the solid and the proper imposition of 
the boundary conditions at the location where the material emerges from a furnace 
or die. These considerations are important in the simulation and design of practical 
systems. A numerical study of the thermal transport process has been carried out, 
assuming a two-dimensional steady circumstance. The boundary layer equations, as 
well as full governing equations including buoyancy effects, are solved employing 
finite difference techniques. The effect of various physical parameters, which deter
mine the temperature and flow fields, is studied in detail. The significance of these 
results in actual manufacturing processes is discussed. 

Introduction 

Heat and momentum transfer from a heated moving surface 
to a quiescent ambient medium occur in many manufacturing 
processes such as hot rolling, hot extrusion, wire drawing, and 
continuous casting; see Altan et al. (1970) and Fisher (1976). 
When the material emerges from the die or the rollers, it is at a 
temperature higher than that of the surroundings. Generally, 
external heating is the source of these high temperatures as is 
the case of hot extrusion. Plastic deformation of the material 
and the friction between the flowing material and the die also 
contribute to the heating. In the case of cold extrusion, a por
tion of the heat generated is lost to the die and the rest is 
dissipated to the environment. In many practical cir
cumstances, the extruded material passes through a cooling 
bath or trough. Consider, for example, the schematic 
representation of wire coating process, discussed by Fisher 
(1976), as shown in Fig. 1(a). The metal wire is coated with a 
plastic sheath from an extruder and then the insulated wire 
passes through a cooling system. The size of the cooling bath 
varies according to the volume of the plastic to be cooled. The 
length of the bath can be calculated depending upon proper
ties of the materials, the conditions of extrusion, i.e., speed, 
temperature, etc., and the temperature of the cooling water. 
With increasing speeds of extrusion in recent years, the 
amount of time the material spends in the water has become 
progressively lower and, therefore, cooling troughs of the 
order of 30 m are common. 

The transport process is time dependent at the initial stages 
of the process when the material emerges from the die. 
However, at large time, it may generally be treated as a steady-
state convective circumstance. For short periods of time, after 
the onset of the process, the thermal field has not been 
established and the transient process is of interest. At large 
times, the process attains steady flow situation, because the 
end effects decrease in importance. For instance, in hot roll
ing, if the tip of the material is far from the rollers, then the ef
fect of end conduction on the flow and heat transfer in the 
vicinity of the rollers is negligible. Therefore, a steady-state 
situation may be assumed over most of the material. 

The essential features of the two-dimensional flow induced 
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Mixed Convection. 

by a long, continuously moving plate are shown in Fig. 1(b). 
The plate moves out of the slot of an extrusion die or between 
the rollers, and moves steadily through an otherwise quiescent 
medium. Due to viscous drag at the surface of the plate, flow 
is induced in the vicinity of the plate surface. The plate also 
loses energy to the ambient fluid. If the temperature of fluid in 
the vicinity of the plate surface is sufficiently high, a signifi
cant effect on the flow may arise due to the thermal buoyancy. 
This effect will, obviously, depend upon the orientation of the 
plate with respect to gravity. 

Assuming such a flow to be of boundary layer type, 
Sakiadis (1961a, 1961b) obtained a numerical solution for the 
flow field, using a similarity transformation. The velocity 
boundary layer is seen to 'grow in the direction of motion of 
the plate. Tsou et al. (1967) have shown experimentally that 
such a flow indeed arises. Griffin and Thorne (1967) observed 
the growth of the thermal boundary layer over a flat, con
tinuously moving belt. They have also discussed the effect of 
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Fig. 1(a) Schematic of the wire plastic coating process 
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Fig. 1(b) Flow geometry near the die 
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the presence of walls near the slot on the heat transfer near the 
slot. Tsou et al., as well as Griffin and Thorne, assumed the 
surface of the plate to be isothermal and the thickness of the 
plate to be small. However, in the practical problems men
tioned above, the thickness of the emerging plate is obviously 
finite. When the material is losing energy, the temperature 
distribution in the material can be important from the view
point of molecular structure within the material, which in turn 
determines the properties of the material of the plate. This is 
particularly relevant in continuous casting and plastic extru
sion, considered by Fisher (1976). Assuming a constant heat 
transfer coefficient at the surface, Jaluria and Singh (1983) 
obtained the temperature distribution in a moving plate and in 
a circular rod. Chida and Katto (1976) have computed the 
flow induced by a continuously moving plate of finite 
thickness, employing boundary layer assumptions, for high 
values of the Peclet number. They included the conjugate 
transport resulting from conduction within the plate. Karwe 
and Jaluria (1986a) have also studied the conjugate problem, 
using boundary layer equations. 

The present work considers the conjugate heat transfer 
from a continuously moving heated plate. The hot plate is 
assumed to be at a given uniform temperature at the slot and 
to move at a uniform speed Us. Thus, flow is induced in the 
ambient medium due to viscous effects. The plate also loses 
energy to the surroundings. Numerical calculations are carried 
out for two different formulations based upon the nature of 
governing equations. These are the boundary layer solutions 
and the solutions of the full elliptic equations. The effects of 
buoyancy for the vertical and horizontal cases and of heat 
transfer due to radiation, at the surface of the plate, on the 
thermal transport are also considered. Effects of various 
physical parameters like Peclet number Pe, the ratio Kf/Ks of 
thermal conductivity of the fluid Kj to that of the material Ks, 
physical properties parameter R, Prandtl number Pr, Grashof 
number Gr, and radiation parameter Rp are studied. These 
results are important in the mathematical modeling and the 
numerical simulation of manufacturing processes such as hot 
rolling and hot extrusion. The relevance of the results ob

tained in the design of the system for these processes is also 
outlined in the paper. 

Analysis 

Consider the flow situation in Fig. 1(b), where a con
tinuously moving plate emerges from the slot of an extrusion 
die at constant velocity Us. The temperature of the plate is 
assumed to be at uniform value T0 at the slot. The governing 
equations for fluid flow are first obtained by employing the 
boundary layer approximations. In addition, the energy equa
tion for the temperature distribution within the moving plate 
is employed, neglecting the axial conduction. 

For a plate moving vertically upward, the equations may be 
generalized by using the following nondimensionalization, as 
outlined by Karwe and Jaluria (1986a): 

X=x/L, Y=(.y/L)(Re)l/2, Re=UsL/vf, U=u/Us 

V=(v/Us)(Re)l/2, d = (.T-T„)/(T0-Ta), 

Ys=ys/d, Gr = gp(T0-T„)Li/$, Pi = t>f/af, 

R=(KfPfCf/KsPsCsy
n (1) 

The dimensionless boundary layer equations, thus obtained, 

For the fluid: 

dU dV 

dX dY 

dU 
U +V 

dX 

dU 

dd 

d2U Gr 
• + -

r ^6 u—+ v-
dX dY 

dY2 Re2 

i d2e 

T7 dY2 

For conduction within the plate: 

dd _ 1 d26 

1X"P7 ay? 

(2) 

(3) 

(4) 

(5) 

N o m e n c l a t u r e 

2d = 

Gr* 
K 
L 

Pe* 
Pr 
R 

Re* 
Rp 

t 
T 
u 

U, U* = 

Gr, 

Pe, 

Re, 

U. 

V, V* = 

specific heat of the plate 
material 
plate thickness 
magnitude of gravita
tional acceleration 
Grashof number 
thermal conductivity 
length scale 
Peclet number 
Prandtl number 
physical properties 
parameter 
Reynolds number 
radiation parameter 
time 
temperature 
velocity component 
along x direction 
nondimensional velocity 
component in x 
direction 
velocity of the plate 
velocity component 
along y direction 
nondimensional velocity 
component in y 
direction 

V = 
x = 

X,X* = 

y = 

Y, Y* = 

ys = 

Y Y* = 

/3 = 

velocity vector 
coordinate along the 
length of the plate 
nondimensinal coor
dinate distance parallel 
to the plate 
conductive upsteam 
penetration distance 
coordinate perpen
dicular to the plate sur
face in the fluid 
nondimensional coor
dinate distance y 
coordinate inside the 
plate, normal to the 
plate surface 
nondimensional coor
dinate distance ys 

thermal diffusivity 
= K/pC 

coefficient of thermal 
expansion of the fluid 
emissivity of the plate 
surface 
nondimensional 
temperature 

e = 

V = 

p = 
a = 

tf = 
CO = 

V. V = 

Superscript 
* 

Subscripts 
00 = 

/ = 
s = 
0 = 

nondimensional 
temperature when radia
tion effects are included 
kinematic viscosity of 
the fluid 
density 
Stefan-Boltzmann 
constant 
stream function 
vorticity 
gradient operators 

nondimensional quanti
ty in the case of the 
elliptic formulation 

ambient quantity 
fluid 
plate material 
at x = 0, or at x 
= ~xb 
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where the Prandtl number Pr and the Peclet number Pe are 

Pr = Vf/cij Pe=Usd
2/asL (6) 

Note that the Peclet number Pe is defined in terms of the 
properties of the moving solid, instead of the fluid as is often 
the case in convective transport. 

The symbol L stands for an arbitrarily chosen length scale in 
the boundary layer formulation. Since there is no represent
ative length scale along the length of the plate any arbitrarily 
chosen value of L may be employed for nondimensionaliza-
tion and for yielding results in the entire flow field. This is 
analogous to the self-similar circumstance for flow over a flat 
plate. The various boundary conditions on u, v, and T that 
arise from physical considerations are: the no-slip condition at 
the surface of the plate and at the wall adjacent to the die, zero 
flow in the ambient medium far from the surface, temperature 
and heat flux continuity at the plate surface, and symmetry 
about the x axis (Karwe and Jaluria, 1986a). The symmetry 
condition is valid when the plate is moving vertically upward. 
These boundary conditions, when nondimensionalized, 
become 

f o r ^ > 0 , Y, = l o r y = 0 : t /= I, V=0, and 

dd 
= J?.(Pe/Pr)' 

dd 

3YS dY 

for 7 > 0 , X=0: [7=0, V=0, 0 = 0 

for j r>0, F - o o : l / - 0 , 61-0 

(7) 

f o r ^ = 0 , 0<YS<1: 6=1.0 

forA'X), Ys = 0: 38/3Ys=0 

When radiation loss from the surface was also taken into ac
count, the temperature was nondimensionalized by Tx. 
Because of the appearance of the T4 terms in radiation, the 
nondimensionalization of equation (1) is inconvenient 
(Jaluria, 1982), and the nondimensional temperature is 
denoted by 0 = T/Ta when radiative loss is included. 
Therefore the boundary condition of T = T0 at x = 0 gives an 
additional parameter 0O = T0/Tx, which is obviously taken as 
greater than unity. Assuming the endwall and the environment 
to be black at Tx, the boundary condition at the surface of the 
plate then becomes 

foiX>0, Ys = lorY=0: U=l, 

36 _ ._ ,„ 30 
_ v =J?.(Pe/Pr)1 /2 — + RP(0* 
dr. or 

K=0,and 

1) (8) 

where Rp is the radiation parameter defined as Rp = tad 
T\,/Ks. Since the governing equations are parabolic in 
nature, boundary conditions are not needed downstream. 
Also, the dimensionless temperature 6 = T/Ta is greater than 
1.0 throughout the region, whereas 6 varies from 0 to 1.0, ac
cording to the definitions employed for the two formulations. 

When the axial conduction within the plate is to be taken in
to account, for instance at small values of the Peclet number 
and near the slot, the full governing equations, which are ellip
tic in nature, must be employed. The full governing equations, 
including the transient and buoyancy terms, are: 

For the fluid: 

V K = 0 

dV 
-+V>VV=-

V P 

Pf 
+ v/V

2V+gl3(T-Ta,) 

dT 

~~dT 
-+ V-VT=afV

2T 
' • / " 

For conduction within the plate: 

dT 

~dx~~ 

dT 
PsCs - ^ + PsCsUs K<vlT 

(9) 

(10) 

01) 

(12) 

The various symbols that appear in equations (1)—(12) are 
given in the Nomenclature. 

The pressure term in equation (10) is eliminated by trans
forming the equation into the vorticity equation by taking a 
curl of this equation. The vorticity to and stream function i/-
are defined as 

dj, 3^ 
and oi = -

dv du 
(13) 

dy dx dx dy 

Equations (10)-(12) are nondimensionalized as 

X*=x/d, Y*=y/d, Y*=ys/d, U* = u/Us, V*^v/Us 

d* = {T-Ta,)/{T0-Ta>), V = ̂ /Usd, u*=o>d/Us, 

t* = tUs/d, Re* = Usd/vf, Pe* = Usd/as, 

Gr* = gfi(T0-Ta)d
3/uj (14) 

where the asterisk indicates nondimensional variables for the 
elliptic formulation. 

The dimensionless equations, in the vorticity-stream func
tion formulation, for a plate that is moving vertically upward, 
become 

dco* 

~~dT -+K*«V*co* = 
1 , Gr 
— ( V * 2 o ) * ) 

Re 
Re 

V*2 i / -* = 

-* / 36* \ 
*2 y Ay* ) 

(16) 

d6* 

~di* -+v*-v*e* 
1 

Re*Pr 
( V * 2 0 * ) (17) 

For the case of a plate moving horizontally, equation (15) is 
changed to 

d"* - ' ' ' ' " " (18) -+K.V*co* = 
1 , *•> .* G r * I de* \ 

3t* • ' ' Re* v ' " ' ' Re*2 V 3X' 

For conduction within the plate, the energy equation is 

1 dd* dd* 
- + -3t* 3X* Pe* 

(v;20*) (19) 

In the case of the elliptic formulation, a boundary condition 
of uniform temperature, 6* = 1.0 at X* = 0, may not be an 
accurate representation of practical circumstances, especially 
at small values of the Peclet number Pe*. To account for the 
penetration of conduction effects upstream, along the 
negative x direction, the boundary condition of uniform 
temperature was applied at a distance xb from the origin, 
along the negative x axis. Within this region, no energy loss 
was assumed to occur at the plate surface. The corresponding 
boundary conditions are given as 

38* 
f o r - X J < X * < 0 , F*=1: = 0 

(20) 3Y* 

ioxX*=-X*b, 0 < Y ? < 1 : 0* = 1.O 

The distance xb is not known and is treated as a numerical 
parameter. The value of xb is increased until the numerical 
results downstream are largely unaffected by a further in
crease, as discussed later. 

The boundary conditions in terms of co* and \j/* were ob
tained by employing the appropriate transformation (Roache, 
1976) of the physical boundary conditions mentioned before 
and shown in Fig. 2. Note that additional boundary condi
tions, downstream in x, are needed. This is achieved by speci
fying the conditions at a numerically determined interface be
tween the two regions as shown in Fig. 2 and discussed in the 
next section. When the elliptic equations were solved in con
junction with the transient parabolic boundary layer equation, 
a uniform length scale d was chosen in both the domains. The 
results from the parabolic formulation can easily be 
transformed into the dimensionless variables of the elliptic 
formulation by employing equations (1) and (14) for the given 
set of physical variables. 
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Fig. 2 Computational domain with various boundary conditions 

In the horizontal case, the problem is not symmetric about 
the x axis because the buoyancy forces are away from the plate 
on the upper side and toward the plate on the lower surface. 
Nevertheless, for the sake of limiting the complexity, we have 
considered only the upper half of the domain and applied the 
condition of symmetry at the centerline of the plate. This is 
appropriate when dealing with a plate that has thickness d and 
the bottom surface is insulated or when the buoyancy effects 
are small. For an arbitrary horizontally moving plate, the up
per and lower regions must both be solved for. Also, it would 
be necessary to solve for the pressure field in the parabolic do
main as well, when the buoyancy forces are significant 
(Jaluria, 1980). However, in our case, the elliptic domain was 
extended far enough so that the temperature of the plate 
becomes sufficiently small and forced convection effects 
dominate in the parabolic region. Thus, buoyancy effects are 
small far from the entrance region, X* = 0, and the pressure 
may be taken as uniform across the horizontal boundary layer 
forced flow. The discussion on the numerical procedure is 
given in the next section. 

Numerical Solution 

In all cases, the numerical calculations were carried out in 
the upper half of the computational domain shown in Fig. 2. 

In the case of the boundary layer formulation, equations 
(2)-(5) were solved using an implicit method similar to the 
Crank-Nicolson finite difference method (Carnahan et al., 
1969). The equations were solved by marching along the x 
direction and solving for the flow quantities U, V, and 6 im
plicitly at each X. The numerical scheme was tested by apply
ing it to the isothermal case, the results of which could be com
pared with the similarity solution; see Karwe and Jaluria 
(1986a). The agreement between the two was excellent far 
away from the slot. 

In the case of the elliptic formulation, the transient vorticity 
equation (15) was solved along with the energy equations (17) 
and (19), for the flow and the plate, respectively, using the 
Alternate Direction Implicit (ADI) method (Jaluria and Tor
rance, 1986). Poisson's equation (16), the equation for the 
stream function, was solved using the Successive Over-
Relaxation (SOR) method; see Jaluria and Torrance (1986). 
For the first step in the numerical procedure, the calculations 
in the elliptic region were started using the ambient conditions 
at the interface between the two regions, as shown in Fig. 2. 
Using the values of U*, V, and 0* obtained at one grid loca
tion away from the interface, inside the elliptic region, the 
values of U*, V*, and 6* at the interface were then updated. 
The updated values were obtained by solving the transient 
boundary layer equations, marching along the x direction. 
Time marching is continued, with numerical solution being 

— i 1 1 1 i 1 i i 1 — 
O 0.25 0.50 0.75 1.0 1.25 1.50 1.75 2.0 2.25 

X 

Fig. 3 Centerline temperature variation along X from the parabolic for
mulation, for glass-water, R = 1.092, Pr = 7.0, Gr = 0.0, at different 
values of Pe 
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\ 
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Pe = 8.1 
Pe = 1 .8 

— Pe = 18.B 

0 Y« 1 

Fig, 4 Transverse temperature variation along Y from the parabolic for
mulation, at X = 2.45, for glass-water, R = 1.092, Pr = 7.0, Gr = 0.0, at 
different values of Pe 

obtained for the two regions, elliptic and parabolic, until 
steady state is attained. All calculations were done for X% = 
4.5. A convergence criterion of the order of 10"3 was applied 
to the temperature 6* and U* velocity gradients in time, to 
stop the computation. The calculations were stopped when 
[max ldd*/dt*) and max \dU*/dt*}} < 10^3. The location of 
the interface between the two regions was varied to ensure a 
negligible dependence of the results on the chosen location. 
Similarly, other numerical parameters like convergence 
criterion, grid size, etc., were also varied. For further details 
on the numerical procedure, see Karwe and Jaluria (1986b). 

Results and Discussion 

Numerical solutions to equations (2)-(5) were obtained for 
various values of Pe, Pr, R, Re, Rp, and Kf/Ks, ignoring the 
natural convection effects, i.e., Gr = 0. In the case of the 
parabolic formulation, conduction in the X direction is also 
neglected. The value of the temperature was specified as T0 at 
X = 0. Figure 3 shows the computed centerline temperature 
variation with X, for the case when the plate material is glass 
and the ambient medium is water, for which R = 1.092. The 
corresponding transverse temperature distributions within the 
plate and the fluid are shown in Fig. 4. It may be seen that, 
given the value of Pe and given the fluid, the axial temperature 
drops gradually with increasing values of Pe. Thus, the 
downstream penetration of thermal effects is large. From Fig. 
3, it is also clear that the temperature profiles are very steep 
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Fig. 5(a) Comparison between the results from the boundary layer 
similarity formulation and those from the elliptic formulation, in terms 
of the variation of U* along V* at X* = 2.5 
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< At) I > 

1 I 

Fig. 5(b) Comparison between the results from the boundary layer 
similarity formulation and those from the elliptic formulation, in terms 
of the variation of U* along Y* at X* = 12.25 

near the slot, especially at very small values of Pe. Therefore, 
the assumption of negligible conduction along the plate length 
is not valid near the slot. From Fig. 4, it is seen that 
temperature profiles in the y direction are more or less 
uniform within the plate for smaller values of Pe. Therefore, 
the governing equation for the plate can be simplified by 
employing the assumption of uniform temperature across the 
plate. 

The information on the temperature distribution, obtained 
for a given set of parameters, is useful for the design of the 
system needed for the particular manufacturing process. For 
example, in the rolling process, which uses multiple stations of 
rollers to obtain successive reduction in the thickness of the 
material, the distance between two stations can be adjusted to 
achieve the desired temperature distribution. This in turn will 
determine the total length required in the system. Similar con
siderations arise in continuous casting, wire drawing, and 
extrusion. 

In the case of the elliptic formulation, solutions to equa
tions (15)—(19) were obtained for various values of the govern
ing parameters Re*, Pe*, Pr, Rp, Kf/Ks, and GrVRe*2 . In 
addition, the effects of buoyancy and radiative loss at the 
plate surface were also considered. Figure 5(a) and 5(b) show 
the comparison between the results for the boundary layer and 
the elliptic formulations in terms of the transverse variation of 
[/*, along Y*, atX* = 2.5 and 12.25, respectively. The varia-

Fig. 6 Streamlines and isotherms for aluminum and air, Pe* = 0.05, Pr 
= 0.7, and KfIKs = 0.000127, using the elliptic formulation, at Re* = 
20.0, Gr* = 0.0 

tion of U* in the case of the boundary layer was obtained from 
the similarity solution of Karwe and Jaluria (1986a). It is seen 
that the elliptic effects are important near the slot, as ex
pected. However, farther downstream, the flow approaches 
the characteristics of the boundary layer. Therefore, the 
boundary layer approximations are not valid near the slot of 
the die, though they are satisfactory far downstream. Typical 
streamlines and isotherms for aluminum and air are shown in 
Fig. 6. The boundary layer thickness is seen to grow along the 
direction of the motion. Also, it may be seen from the 
isotherms that strong temperature gradients exist near the slot. 
This implies strong thermal stresses and structural changes in 
this region. 

Transverse and axial temperature distributions, with and 
without radiation boundary condition at the plate surface, are 
shown in Figs. 7 and 8, respectively. In Figs. 7 and 8, the 
radiation parameter Rp = 9.2 X 10~5 when e = 0.5 and Rp 
= 0 when e = 0. It is seen that radiation affects the 
temperature decay very substantially. The radiation losses are 
important when dealing with processes involving high 
temperatures, such as hot rolling of steel billets; see Altan et 
al. (1979). For accelerating the cooling, in order to reduce the 
length of the system, the surrounding may be water cooled to 
increase radiative loss, as is usually done in continuous 
casting. It must be noted that the dimensionless temperature 9 
= T/Ta is taken as 1.75 at x = 0 so that the value of 6 ranges 
from 1.0 to 1.75 in these figures. 

The parameter that determines the importance of buoyancy 
forces is GrVRe*2 . In addition, the orientation of the plate 
motion with respect to the gravity determines whether the 
buoyancy aids or opposes the induced flow. Here, the two 
cases discussed are: (I) plate moving vertically upward 
(buoyancy aligned with plate motion), and (II) plate moving 
horizontally. As mentioned earlier, in case II, only the upper 
surface of the plate was considered. 
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Fig. 7 Transverse temperature variation at X* = 2.45 with and without 
radiation loss: radiation parameter Rp = 9.2 x 10 ~ 5 , Pr = 0.7, Gr = 
0.0, Pe = 0.5,fi = 3.35 x 1 0 - 4 , and TQIT^ = 1.75(Bp = Owhene = 0), 
employing the parabolic formulation 
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Fig. 9 Variation of W along Y* at X* = 15.0, with Pe* = 0.05, Pr = 7.0, 
Re* = 25.0, and KfIKs = 0.0128, for various values of the mixed convec
tion parameter Gr*/Re*2: Case I—plate aligned with gravity, moving ver
tically upward, using the elliptic formulation 

A 1.4 
e. 

Rp = 0 -5 
_-.... = 9 . 2 x 1 0 

0.25 0.50 0.75 
- 1 

125 

Fig. 8 Axial temperature variation with and without radiation loss: 
radiation parameter Rp 

3.35 
formulation 

10" and 
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1.75, 
: 0.7, Gr = 0.0, Pe = 0.5, R 
employing the parabolic 

In both the cases mentioned above, buoyancy aids the in
duced flow. However, in case II, buoyancy forces are perpen
dicular to the plate motion. Figure 9 shows the distribution of 
the x component of the velocity at various values of 
GrVRe*2, for case I. Notice that the velocity level near the 
plate is significantly affected by buoyancy, thus enhancing the 
heat transfer from the plate to the environment. Therefore, 
the plate loses energy faster. This is shown in Fig. 10 in terms 
of the axial temperature variation under the same condition. 

Figure 11 compares the two cases mentioned above in terms 
of U* velocities at X* = 15.0. It may be seen that when the 
plate is horizontal, the effect of buoyancy is small on the 
overall transport process, as compared to the case when the 
buoyancy is aligned with the flow. Most of the relevant 
manufacturing processes considered here are horizontal 
because of the larger cooling lengths required. However, con
tinuous casting is often carried out vertically. These results in
dicate the effect of mixed convection and the importance of 
buoyancy effects for vertical circumstances and at large 
temperature levels. Again, as mentioned earlier, temperature 
symmetry is assumed at the x axis, i.e., dd*/dY* = 0 at Y* = 
0. This is done to restrict the computation to only the upper 
region. This assumption is applicable if the lower surface is in
sulated or if the buoyancy effects are small. Otherwise, the 
two regions on either side of the plate are coupled and must be 
computed in conjunction. 

In Figs. 9-11 radiation losses are not taken into account, 
i.e., Rp = 0. It should be pointed out that in the horizontal 

Fig. 10 Axial temperature variation at Pe* = 0.05, Pr = 7.0, Re* = 
25.0, and KfIKs = 0.0128, for various values of Gr*/Re*2 (Case I), using 
the elliptic formulation 
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Fig. 11 Comparison between the two mixed convection cases, vertical 
and horizontal, in terms of the variation of U* along Y* at X* = 15.0 for 
Pe* = 0.05, Pr = 7.0, Re* = 25.0, K,IKS = 0.0128. Case I—plate aligned 
with gravity, moving vertically upward. Case II—plate moving horizontal
ly, with only the lower surface taken as insulated and employing the 
elliptic formulation. 

case, no flow separation was assumed. However, due to the 
nature of buoyancy forces, flow separation at some distance 
downstream cannot be ruled out; see Jaluria (1980). In that 
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case further experimental inputs are needed for an appropriate 
analytical and numerical model. 

Conclusions 

An analysis and numerical simulation of heat transfer from 
a continuous moving plate in manufacturing processes such as 
hot rolling and extrusion has been carried out. The numerical 
solutions for the induced flow field and temperature field, 
after the material emerges from the die or the rollers, have 
been obtained. It is found that at low values of the Peclet 
number Pe, temperature uniformity across the moving 
material can be assumed. This is particularly valid for the ex
trusion of metals such as copper and aluminum, which are 
highly conducting. For plastics, the temperature variation 
across the plate must generally be considered. The 
temperature within the material is mainly governed by the 
ratio Kj/Ks of the conductivity of the fluid to that of the solid, 
or by the physical properties parameter R. The buoyancy ef
fects on the axial temperature variation are more important 
when the plate moves vertically, i.e., aligned with gravity, 
than when it is horizontal. This can be utilized further in the 
design of the manufacturing system. 

The numerical results obtained here indicate the 
temperature decay in the material as it moves away from the 
die. The resulting heat transfer and the characteristics of the 
flow are also determined. These results will be valuable in the 
evaluation of the importance of buoyancy and radiative ef
fects in the thermal transport and in determining the system 
length needed for attaining a given temperature level. Also, if 
a limitation on the total distance is given, the results can be 
employed to determine if any additional cooling arrangement 
is needed or if the choice of the fluid, say water, will be ade
quate. Several such questions arise in the design of practical 
systems and this paper presents numerical results that can be 
used in achieving the optimized design for the relevant 
processes. 
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The Influence of Secondary 
Convection on Axial Segregation in 
a Floating Zone 
The redistribution of impurity due to secondary convection in a cylindrical floating 
zone is studied using a control volume-based numerical technique. The flow is in
duced by differential rotation of the feed rod and crystal. Attention is focused on 
the transient stage of segregation. It is found that the transient length increases with 
the strength of secondary convection. A maximum in radial segregation is found to 
occur when secondary convection creates radial gradients but is not strong enough 
to homogenize them. The influence of cellular structure on the transient length is 
also examined. 

Introduction 

The floating zone process is often employed in the growth 
of high-quality semiconductor materials and in the refinement 
of metal alloys. In this process, a ring heater traverses the 
length of the rod to be purified and melts a cylindrical zone of 
finite length, which travels with the heater. Repartitioning of 
the impurity contained in the feed rod is achieved due to the 
difference in the equilibrium concentration of impurity in the 
melt and in the solid (Pfann, 1966). 

Consider a floating zone composed of material for which 
the equilibrium concentration of impurity (or dopant) is 
greater in the melt than in the solid, a case usually encountered 
in the processing of semiconductor materials. At the melting 
interface, the impurity in the solid is absorbed completely into 
the melt, since the impurity is more soluble in the latter. At the 
freezing interface, however, the lower solubility of the impur
ity in the solid implies that the growing crystal can absorb only 
a fraction of impurity present in the melt; consequently, the 
solute accumulates at the freezing interface, increasing in con
centration as the rod is traversed. An observer moving with 
the freezing interface would register this accumulation as an 
increase in impurity concentration with time. A "steady state" 
may be reached if the rod is long enough, so that the impurity 
absorbed by the melt at the melting interface is exactly bal
anced by the loss of impurity to the crystal at the freezing in
terface. Thus, zone refinement can take place only as long as 
"unsteady state" prevails; no net refinement of the feed rod is 
possible once balance is achieved. 

Previous studies of the process have either concentrated 
almost exclusively on convectionless melts, or assumed a con
stant boundary layer thickness for mass transfer at the freez
ing interface (Pfann, 1966; Smith et al., 1955; Tiller, 1953; 
Wagner, 1954; Favier, 1981). The former assumption neglects 
radial variations induced by body/surface forces; the latter 
neglects the fluid flow problem either by leaving the boundary 
layer thickness to be experimentally determined, or in the 
tradition of the popular Burton-Prim-Slichter model (Burton 
ton et al., 1953), determines it from the flow over an infinite 
rotating disk. In the absence of radial gradients set up by con
vection, segregation is purely axial, and may be analyzed using 
an unsteady one-dimensional formulation, as in Tiller et al. 
(1953). This treatment is also expected to be valid if secondary 
mixing is vigorous enough to obliterate radial gradients, but 
cannot predict the large radial segregation noted experimen
tally (Keller, 1976; Jurisch et al., 1982). Many computations 
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of flow fields set up by various driving forces in this geometry 
are available in the literature. The flow field induced by dif
ferential end rotation in the low Reynolds number limit has 
been studied by Harriott and Brown (1983) and an extension 
to moderate Reynolds numbers has been made using a finite 
element simulation (Harriott and Brown, 1984a). Numerical 
simulations using a control volume technique in the same 
geometry have been performed by Murthy (1987). The flow 
fields computed by Harriott and Brown (1983) have been used 
for the calculation of steady solute fields in Harriott and 
Brown (1984b); solute distributions have also been presented 
in Murthy (1987) and those induced by Marangoni convection 
in Chang and Wilcox (1976). Radial segregation of over 100 
percent of the average feed rod concentration has been 
reported by Harriott and Brown (1984b); an inclusion of 
meridional flow effects appears essential if analysis is to agree 
with experiment. However, since steady state is assumed at the 
outset, these studies are incapable of predicting either radial or 
axial segregation during refinement. 

A closely related and much analyzed problem is that of the 
unidirectional solidification of a finite ampoule of molten 
liquid, such as that employed in Bridgeman growth. Here, the 
finite length of the liquid ampoule makes for an inherently 
unsteady situation, as the process of solidification progressive
ly enriches the molten charge. A quasi-steady finite element 
analysis of this system is available in Chang and Brown (1983). 
Transient unidirectional solidification of an aqueous NaCl 
solution has been studied by Wollhover et al. (1985). Here, the 
moving boundary problem is solved for the case when solute is 
rejected totally into the liquid (k = 0); however, transport is 
considered to be by diffusion alone. No solution of the com
plete unsteady problem in the presence of fluid flow appears 
available. 

This paper presents a numerial study of the refinement of a 
dilute binary alloy before the achievement of steady state. 
Meridional circulation is set up by the differential rotation of 
feed rod and crystal, although the results obtained give 
qualitative insight into other patterns of cellular convection as 
well. The influence on both radial and axial segregation is 
examined. 

Formulation 

The physical configuration is shown in Fig. 1. The floating 
zone is idealized as a circular cylinder of length L held between 
two rotating disks of radius d. The free surface may be ap
proximated as cylindrical if the capillary number (jity d/a) is 
low, a situation typical of semiconductor applications. For the 
present study, the effects of natural and Marangoni convec-
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tion are neglected in order to focus on the mass transfer 
process; strictly speaking, the former assumption is valid for 
microgravity situations, and the latter for the relatively high 
rates of rotation where thermocapillary convection is confined 
to the surface by the stronger flows due to rotation 
(Kobayashi, 1984). The dimensionless equations governing the 
axisymmetric, incompressible, constant property flow of a 
Newtonian fluid in the zone may be written in the frame of 
reference of the moving zone as 

1 

R dR 

9 (RVr)+4^(Vz)=0 
dZ 

K - V K . - R e 2 

K . V K . + -

R 

dp 

dR 
-+V 2 K r 

V^_ 
R2 

R 
V2K, 

R2 (1) 

V-VVZ = 

dC 
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-+ V2V7 
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+ ScF-VC = V 2 C 

with boundary conditions 
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dR 

r m\R) 

dR 

dV, 
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dR 
= 0 (R = l,0<Z<A) 

(2) 

= P e [ C - l ] ( 0 < i ? < l , Z = 0) 

Pe[l-k]C (Q<R<\,Z=A) 

As in Tiller et al. (1953), the initial condition for impurity 
transport is 

C(R,Z, 0)=1 (3) 

In the computation of the flow field, the velocity of zone 
traverse is considered negligibly small with respect to the 
typical meridional velocities in the melt. This assumption is 
valid at all but the lowest rotational Reynolds numbers; in this 
limit, the uniform axial flow due to pure zone translation is 
linearly superimposed on the velocities due to rotation alone. 
The computation of the velocity field employs the variable 
(Ve/R) rather than Ve, since this quantity is found to be vir
tually constant in the core of the rotating fluid for high rates 
of rotation. It has been suggested by Langlois (1985) that 
(RV0) be used instead. This practice eliminates the (VrVe/R) 
term in the azimuthal momentum equation, and thus alleviates 
numerical difficulties caused by a loss of diagonal dominance 
when Vr is negative. In this study, no such difficulties were en
countered; under relaxation of the (Ve/R) equation always 
yielded stable results. Computations with (R Ve) and (Vg/R) as 
dependent variables yielded virtually identical results for the 
grids employed here. The unsteady term is included only in the 
equation for impurity transport, and is neglected in the 
momentum equations. The implications and limitations of this 
assumption will be discussed in a later section. Both solid and 
melt have been assumed to have the same density, and diffu
sion of impurity in the solid has been neglected. The 
parameters governing impurity transport are the rotational 
Reynolds number Re, the aspect ratio A, the rotation ratio S, 
the Peclet number of zone traverse Pe, the Schmidt number 
Sc, and the equilibrium segregation coefficient k. This latter is 
the ratio of the equilibrium impurity concentration in the solid 
to that in the melt. Clearly, kC(R, A,T) = CS (R, X). The ex
tent of radial segregation of impurity in the crystal is quan
tified by a dimensionless radial segregation given by 

y = max[Cs(R,X)]-mm[Cs(R,X)] 0<R<1 (4) 

Steady state is considered to have been reached when 
Cs (X) = 0.99. The aspect ratio was assumed to be unity in all 
cases. 

Numerical Scheme 

The equations of transport are solved using the control 
volume scheme outlined in Patankar (1980), in conjunction 

N o m e n c l a t u r e 
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Fig. 1 The physical configuration: (a) schematic, (b) computational 
domain 

with the SIMPLER algorithm. The computation of the steady 
flow field has been presented in Murthy (1987); important 
details will be discussed in the following section. A fully im
plicit scheme is used to solve the linear, unsteady equation for 
solute transport. The discrete equations generated by the 
boundary conditions on the solute are not diagonally domi
nant, necessitating the use of direct rather than iterative 
methods for the solution of the equation set for mass transfer. 

A 30x30 nonuniform grid is employed for the low 
Reynolds numbers cases (Re < 100); for these cases, the max
imum value of the stream function changes by less than 1 per
cent when compared with asymptotic values obtained using 
finer grids. The same is true of steady-state values of the radial 
segregation 7. For high Reynolds numbers, the solute 
boundary layers become exceedingly thin, and a 38x38 
nonuniform grid is employed. Here, the maximum stream 
function is accurate to 1 percent; however, the radial segrega
tion is accurate to only 4 percent compared to computations 
on a 50x50 grid. Available computer facilities do not allow 
further grid refinement. The transient is covered in 350-650 

_ 

Fig. 2(a) 

Re-10 

" tW 0 0 2 1 8 

+nin - 0 0 2 ' 8 

Re > 100 

iw - '« 9 

+mln"'-43 

Re-500 

+ma* - 5 9 6 

+mln" ' - 4 6 

Re-2000 

f W 1 3 - 6 

+11.11. - 5 - 3 0 

Fig. 2(b) 
Fig. 2 Contours of the stream function for (a) S = 0.5; (b) S = - 1.0 

nonuniform steps. Each step engenders a change of no more 
than 0.5 percent in the average concentration at the freezing 
interface; for most runs, the change is even less. 

All computations were performed on an IBM 3090. One 
time step took 0.56 s of CPU time, so that most runs took 3-6 
minutes. 

Results 

Flow Structure. The flow fields presented are the same as 
those in Murthy (1987); they are repeated here for con
venience. Two values of S are considered: S = - 1 . 0 and 
S = 0.5. Contours of the dimensionless stream function for 
these configurations are presented in Fig. 2. The domain is 
oriented in this and subsequent contour plots in the same man
ner as the hatched region in Fig. 1. For S = 0.5, the meridional 
flow is counterclockwise, as the faster rotating disk pushes the 
fluid outward toward the meniscus. As the Reynolds number 
is increased, the flow loses the purely viscous character ex
hibited at Re= 10, and the vortex center is seen to move up
ward toward the slower disk. The strength of vortex motion, 
as indicated by the absolute maximum value of the stream 
function, also increases. At high Reynolds numbers, a core of 
nearly constant angular velocity evolves, rotating at the 
average speed of the ends, in keeping with the Taylor-Proud-
man theorem (Chandrasekhar, 1968). 

For perfect counterrotation, S= - 1 , the fluid at each disk is 
thrown outward toward the meniscus, and a two-vortex pat
tern results. The horizontal midplane of the zone is a plane of 
reflective symmetry, and exactly symmetric flow patterns are 
exhibited up to Re =100 or so. At this point, a bifurcation 
takes place, and two asymmetric families evolve supercritically 
in the Reynolds number, each a reflection of the other about 
the midplane. Computations on one of these branches indicate 
that the flow patterns become increasingly asymmetric as Re is 
increased, with the smaller cell being pushed up against the up
per disk. The freezing interface is always considered closest to 
the stronger vortex for the calculation of impurity transport. 
A few computations have been made for the situation when 
the weaker vortex occurs near the freezing interface in order to 
delineate the influence of cellular structure; these are referred 
to as the "flipped" cases in this paper. 

Solute Field 

Steady-State Solutions. In the absence of secondary mo
tion, the steady-state distribution of solute in the melt is the 
solution of a one-dimensional convection-diffusion equation, 
driven by the axial flow due to zone translation (Harriott and 
Brown, 1984b; Murthy, 1987) 
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Fig. 3 Contours of solute concentration for S = 0.5; k = 0.1, Pe = 10.0, 
and Sc = 10.0 
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Fig. 4 Contours of solute concentration for S = - 1.0, k = 0.1, Pe = 10.0, 
and Sc = 10.0 

C(Z) = 1+ ( 1 , )exp[Pe(Z- -4)] (5) 

This solution is exact, and displays no radial segregation. The 
concentration at the freezing interface is l/k. For Pe<5C 1, dif
fusion dominates the zone, and the concentration is very 
nearly uniform, approaching the value l/k throughout the 
melt. For P e » 1, the uniform value C= 1 at the melting inter
face is convected virtually unaugmented into the zone; at the 
freezing interface, a boundary layer forms to meet the 
imposed boundary condition. The influence of secondary mo
tion on this basic one-dimensional pattern has been studied by 
Harriott and Brown (1984b) and Murthy (1987), and may be 
understood by examining the last columns of contours in Figs. 
3 and 4, which have been drawn for steady state. The domain 
in these figures has the same orientation as the computational 
domain in Fig. 1. The highest concentration of solute occurs 
near the freezing interface and the lowest at the melting inter
face. The function of the secondary flow is to distort the one-
dimensional profile of equation (5) in the direction of the 
flow. The lowest Re causes only minimal distortion, with a 
somewhat higher aggregation of dopant near the meniscus at 
the freezing interface. As the Reynolds number increases, very 
thin boundary layers are formed at the melting and freezing 
interfaces. The zone becomes much more homogeneous, and 
exhibits the sharp peaks and valleys characteristic of solute 
transport in the presence of vigorous mixing. 

The major difference between co- and counterrotation of 
the ends is the profound difference in cellular structure. This 
difference is reflected in the concentration contours in Fig. 4. 
The loss of midplane symmetry displayed in Fig. 2(b) is also 
seen in Fig. 4. The perfectly counterrotated zone has a greater 
input of angular momentum than when the zone is co-rotated 
with S = 0.5; better mixing leads to a near-uniform zone at 
Re = 500, with lines of constant concentration running parallel 
to the melting interface. For low Pe, as the Reynolds number 

becomes even higher, the distribution of dopant in the melt 
will approach l/k, as in Murthy (1987). A sharp variation in 
bulk concentration occurs between the two eddies in Fig. 4. 
Dopant released at the freezing interface is trapped in the ad
jacent eddy; transport of dopant across the dividing 
streamline is only by diffusion, a very weak mechanism for 
crystal growth applications. 

Unsteady Behavior: The approach to steady state in the 
case of a zone with no secondary flow has been analyzed by 
Tiller et al. (1953). By assuming an exponential concentration 
in the zone, and performing a mass balance of dopant, as ap
proximate solution to the unsteady problem is obtained 

C,(A-) = ( l - * ) ( l - e x p ( - j 8 X ) ) + * 

/3 = APe/ ( l -exp( -Pe) ) (6) 

A perturbation solution to the original 1 - D unsteady 
problem in the limit Pe—0 has been presented in Harriott 
(1983) by expanding the concentration in powers of the Peclet 
number. For Pe » 1, a stretching of the axial length scale is re
quired to resolve the boundary layer, and a lengthy solution 
using Laplace transforms is available in Smith et al. (1955) and 
in Harriott (1983). The approximate solution (6) agrees quite 
well with these more accurate treatments, and has the advan
tage of mathematical simplicity; hence, it will be the basis of 
the following discussion. 

The initial solid frozen has a dopant concentration equal to 
k, corresponding to the initial condition (equation (3)). The 
average concentration in the solid at steady state is unity, cor
responding to a concentration in the melt at the freezing inter
face of l/k. The approach to steady state is governed by 
several competing time scales. In the absence of secondary 
convection, the rate of release of solute at the melting inter
face is set by equation (6). For Pe<<cl, this time scale is 
0(d/Vzmek) and transients are long; for Pe>>>l, the rate of 
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Fig. 5 Variation of average solute concentration with distance zoned 
for k = 0.1, Pe = 10.0, and Sc = 10.0 

solute release scales as 0(d/kPeVzoni) and rapid transients 
result. The influence of secondary motion depends on the 
Peclet number associated with the secondary flow, Pec. If 
Pec S> Pe, the time scale of solute release is 0(d/ Vzomk) as the 
zone is well mixed by convection; if P e c « Pe, zone transla
tion dominates and the time scale is Q(d/kPeVmm). Thus, 
secondary motion does not influence the transient in these ex
treme limits. For intermediate values of Pe/Pec, the time re
quired to attain steady state is intermediate; increasing sec
ondary motion removes solute from the freeze interface, 
preventing the buildup of solute towards the average steady-
state value of \/k and lengthening the transient. 

The convection time scale is 0(PelnLc/Uc), according to 
Rhines and Young (1983). Thus, secondary motion 
homogenizes solute along the periphery of the zone over this 
time scale, which is rapid for crystal growth applications. The 
gradients so created are homogenized by diffusive transport 
normal to the streamlines; this takes place over 0(L%/D), 
which is relatively slow. Thus the general form of the transient 
consists of an initial length of rapid rise of solute concentra
tion in the crystal, followed by a slow approach to the average 
concentration \/k. 

This behavior is clearly demonstrated in the concentration 
profiles of Figs. 3 and 4, as well as in the plots of Cs versus X 
in Figs. 5 and 6. The time required to attain steady state in
creases with the Reynolds number. The initial slopes of the 
curves in Figs. 5 and 6 are lower for higher Re. Both these ef
fects are clearly related to the greater mixing associated with 
high Re. The curves for Re= 10 fall very close to the limit set 
by equation (6). The upper bound on transient length is the 
low Pe limit of equation (6). Solute is homogenized quickly in 
the direction of the flow, as for example, in Fig. 4, where the 
distortion of concentration contours is evident even at 
r — 0.04. The diffusion time scale is slow for crystal growth ap
plications; this is demonstrated by the slow rise of core con
centration, steady state being achieved at approximately 
T = 3.34. 

Counterrotation leads to a shorter transient than co-
rotation, except at low Re, where the flow is too weak to alter 
solute transport significantly. Here, influence of flow struc
ture is clearly evident. While the convection of solute away 
from the freezing interface tends to increase the transient 
length, the trapping of solute in the adjacent eddy elevates the 
average solute levels in that region, and causes steady state to 

0.20 - A A EQN (6) 

0 0 E Q N ( 6 ) , P e — 0 

0.00 I 1 I I I I 
0 .00 3.33 6.67 10.00 13.33 16.67 

X 

Fig. 6 Variation of average concentration with distance zoned for 
k = 0.3, Pe = 10.0, and Sc = 10.0 

be attained more rapidly. This is especially the case when the 
"flipped" velocity field is used in Figs. 5 and 6. Here, the 
meridional velocity field for Re = 500, S=-1 .0 , has been 
reflected about the midplane, so that the smaller eddy in Fig. 
2(b) is now adjacent to the freezing interface. As pointed out 
earlier, this field is also a solution to the flow equations. 
Steady state is approached more readily when the freezing in
terface is washed by the smaller eddy than by the larger one. 
Theoretically, the bifurcation for S= -1.0 is perfect, in that 
both solutions to the flow equations are equally realizable. 
However exact symmetry about the midplane is rarely 
achieved in practice; if one of the disks is rotated slightly 
faster, for example, the larger eddy would occur adjacent to 
the faster disk, and shorter transients would result. 

The curves for k = 0.3 in Fig. 6 indicate that steady state is 
achieved more readily for higher values of k, in keeping with 
equation (6). The rate of rise in average solute concentration is 
also more rapid, again in keeping with equation (6). The 
envelope of the curves narrows as Pe^O, so that curves for 
different Re are expected to fall much closer together as Pe is 
decreased. 

Radial Segregation. Patterns of radial segregation at 
steady state have been studied in Murthy (1987) and Harriott 
and Brown (1984b), for a variety of flow configurations. For 
PeS>Pec, segregation is entirely axial, as indicated by equa
tion (5). For Pe<SCPec, again, complete mixing leads to the 
disappearance of all radial gradients. The time scale for the 
development of radial segregation is essentially that set by 
secondary convection, 0(PeJ./3Lc/C/c). For low Re, the convec
tion time scale is longer than that over which solute release 
takes place. This is evident in the relatively slow initial rise of y 
for Re = 10 in Figs. 7 and 8. This effect disappears as Re in
creases, and the convection time scale becomes the shortest 
time scale governing the problem. Thus the initial buildup of y 
is extremely rapid of Re = 500. If the secondary flow creates 
radial gradients, but is not strong enough to obliterate them, 
significant solute segregation may occur; values over 100 per
cent of the mean concentration have been reported by Harriott 
and Brown (1984b). The same behavior is seen in the unsteady 
situation, as demonstrated in Figs. 7 and 8. At any given time, 
the plot for Re = 100 displays greater radial segregation than 
those for Re=10 or Re = 500. For A: = 0.1 and Re=100, the 
steady-state value is 124.5 percent of the average impurity con-
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Fig. 9 Variation of radial segregation with Peclet number for S = 0.5, 
k = 0.1, and Sc = 10.0 
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centration in the feed rod. Typically, a variation of no more 
than 10 percent is considered desirable. Similar behavior is 
seen at other values of k. The greater mixing due to counter-

rotation manifests itself in lower values of 7; for k = 0.1, the 
mixing at Re = 500 is so vigorous that 7 values fall below those 
for Re = 10. The crossing over of curves in Fig. 7 is evidence of 
the different rates of profile development at the freezing 
interface. 

The extent of radial segregation is lower for lower k. The 
average concentration at the freezing interface is \/k in the 
melt at steady state. The feed rod provides solute at C= 1.0. 
Thus, the gradients of C in the melt decrease as k increases, 
and result in lower radial segregation. A reversal in this trend 
is seen in the earlier part of the transient. An examination of 
Figs. 7 and 8 reveals a crossing over of the plots for Ar = 0.1 and 
A: = 0.3 for any given Re for small time. This is thought to be 
primarily a result of the quicker development of the solute 
field at high values of k. This effect becomes less important as 
steady state is reached. 

Maxima in the radial segregation are found with respect to 
other parameters governing the problem as well. Figures 9 and 
10 show the variation of with the zone translation Peclet 
number. At steady state, a maximum in 7 is found at approx
imately Pe = 23 for corotation and Pe = 34 for counterrota
tion. The concentration field develops more quickly for high 
Pe (see equation (6)) and attains its highest 7 earlier; hence the 
critical value of the Peclet number shifts toward lower Pe as 
TSC increases. The peak is relatively wide and the maximum 
value of 7 for co- and counterrotation is nearly the same. 
Qualitatively similar behavior is seen in Figs. 11 and 12 where 
7 has been plotted with respect to the Schmidt number Sc, 
with time as the parameter. Here again, a maximum in 7 is 
seen at Sc = 4 for corotation and Sc = 2 for counterrotation at 
steady state. The solute field develops more quickly for low 
Sc; the Peclet number associated with the secondary flow 
decreases as Sc, and leads to less mixing and shorter tran
sients. Thus, the critical Schmidt number shifts toward higher 
Sc with time. The maximum 7 for co- and counterrotation is 
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of approximately the same magnitude, but the peak is much 
sharper than in Figs. 9 and 10. 

Figure 9 suggests that the preferable way to decrease radial 
gradients is to decrease the rate of zone traverse rather than to 
increase it. Suppose that the critical Peclet number for a given 
set of governing parameters is Pecr in steady state. Two op
tions exist for decreasing radial segregation, either to increase 
Pe above Pecr in order to approximate equation (6) more 
closely, or to decrease Pe below Pecr in order to allow the 

STEADY STATE 

Fig. 12 Variation of radial segregation with Schmidt number for 
S= -1 .0 , k = 0.1, and Pe = 10.0 

secondary flow to mix better. Figure 9 suggests that the latter 
is the wiser strategy. Intermediate axial locations will always 
have lower radial segregation if Pe<Pecr. If Pe>Pe„ is 
chosen instead, there is a risk of increasing axial segregation at 
intermediate locations. 

Conclusions 

Numerical analysis of transient segregation in the floating 
zone yields several significant results. It is found that the tran
sient length is bounded by two limits set by equation (6). The 
lower limit is that predicted by equation (6) for the specific Pe 
and k under consideration; the upper limit is the diffusion 
limit of equation (6). Mechanisms that tend to homogenize the 
melt increase the transient length. These include increases in 
the zone translation Peclet number. The initial transient 
response is relatively steep, as a result of the rapid buildup of 
solute at the freezing interface; the slope of the transient then 
decreases as cross-stream diffusion transports solute to the 
core. Flow structure is of critical importance in determining 
the transient length. Cellular structures that tend to trap solute 
near the freezing interface decrease the transient length. A 
maximum in the extent of radial segregation occurs when the 
radial flow creates concentration gradients, but is unable to 
homogenize them. Zone translation Peclet numbers are 
typically low for crystal growth applications; unsuccessful at
tempts to damp secondary convection may result in merid
ional motion of the same order as the rate of growth, actually 
increasing radial segregation rather than eliminating it. 

The validity of using a steady velocity field in the calcula
tion of unsteady solute segregation may now be examined. If 
the time scale for solute release is longer than that for mixing 
due to the secondary flow, the transient length for mass 
transfer is diffusion limited. The same is true for the velocity 
field if the Reynolds number of rotation is much greater than 
the Reynolds number associated with zone traverse. In this 
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limit, the treatment used in this paper is valid if S o 1. Thus, 
the nearly one-dimensional solute fields presented for Re= 10 
are, strictly speaking, invalid, unless the velocity field has been 
allowed to develop before the partition process begins. For 
practical crystal growth situations, however, such a treatment 
is probably adequate. Typical values of the zone translation 
rate are low; on the other hand, Reynolds numbers of rotation 
are high, frequently greater than 2000 (Keller, 1976). Typical 
Schmidt numbers are in the range 5-50. Furthermore, the 
floating zone process is limited to material-impurity combina
tions with low values of k, since higher values do not provide 
adequate partitioning. All these considerations mean that the 
transient response of the melt is limited by a diffusion time 
scale of 0(Z,j/£>). This is further confirmed by a computation 
of the unsteady flow field for Re = 500, S= - 1.0 by Murthy 
(1987), which indicates that the flow field achieves steady state 
at approximately T = 0.154, whereas the present study shows 
that the mass transfer problem in this configuration becomes 
steady after T = 3 . 3 4 . Computation of the temperature field 
may similarily assume steady state. Prandtl numbers for 
crystal growth applications are 0 ( 1 0 2 ) , so that the 
temperature field evolves virtually independently of the veloci
ty field, and far more rapidly. Thus, the heat transfer results 
presented in Murthy (1987) adequately describe the transient 
problem for high Reynolds numbers. 

The results obtained here also provide guidelines for the 
prediction of unsteady solute segregation in other flow fields. 
The degree of mixing increases with the number and strength 
of cells washing the freezing interface. If the flow is turbulent, 
mixing would increase dramatically. In this limit, gradual 
transients would result, similar to the diffusion limit of equa
tion (6). The specific cellular pattern also changes the transient 
response. If the flow pattern tends to isolate the freezing inter
face, a buildup of solute would shorten the response time. 

It is also clear from the concentration contours of Figs. 3 
and 4 that the assumption of the constant boundary layer 
thickness for mass transfer is valid only in well-mixed zones. 
For intermediate values of the Reynolds number, the turning 
flows near the meniscus cause significant radial segregation. 
Thus great care must be taken in using models based on this 
idea (Wagner, 1954; Favier, 1981). 
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Modeling of Hot Fragment 
Conductive Ignition of Solid 
Propellants With Applications to 
Melting and Evaporation of Solids 
A comprehensive theoretical model has been formulated for studying the degree of 
vulnerability of various solid propellants being heated by hot spall fragments. The 
model simulates the hot fragment conductive ignition (HFCI) processes caused by 
direct contact of hot inert particles with solid propellant samples. The model 
describes the heat transfer and displacement of the hot particle, the generation of the 
melt (or foam) layer caused by the liquefaction, pyrolysis, and decomposition of 
the propellant, and the regression of the propellant as well as the time variation of its 
temperature distributions. To validate partially the theoretical model in the absence 
of the necessary chemical kinetic data, an ice melting and evaporation experiment 
was designed and conducted. These experiments provide features of the conductive 
heating, melting, and evaporating processes. Calculated results compare well with 
experimental data in temperature-time traces, spall particle sinking velocity, and 
displacement. 

Introduction 
Ignition of solid gun propellants in go/no-go tests that 

employ a hot metallic element of well-defined geometry as the 
source of energy has been a conventional method of determin
ing the vulnerability of propellants (GoPdshleger, 1973), 
especially in the Low Vulnerability Ammunition (LOVA) 
development program (Wise et al., 1980; Law and Rocchio, 
1981; Wise and Rocchio, 1981). Hot fragment conductive igni
tion (HFCI) studies help to determine the survivability of 
weapon systems (such as tanks, ships, etc.) containing stowed 
ammunition (Gol'dshleger et al., 1973; Wise et al., 1980; Law 
and Rocchio, 1981; Wise and Rocchio, 1981). Ignition of pro
pellant charges by hot metallic spall fragments can be 
generated through such threats as shaped charges and kinetic 
energy penetrators. 

Review of HFCI processes indicates that both experimental 
and theoretical investigations have been conducted. The ex
periments generally employ hot steel balls of known diameters 
and temperatures, which are suddenly brought into contact 
with the propellant (Gol'dshleger et al., 1973a; Wise et al., 
1980; Law and Rocchio, 1981; Wise and Rocchio, 1981). 

Gol'dshleger et al. (1973a) used a hot steel ball with a 
diameter of 0.4-2.5 mm and smooth surface finish (<0.1 fun) 
to ignite the propellant. They noted that ignition does not oc
cur when the particle temperature is below a critical value, and 
that results are dependent upon contact between the hot parti
cle and the propellant. They also proposed a theoretical model 
and obtained numerical solutions. 

Wise et al. (1980, 1981) and Law and Rocchio (1981) con
ducted similar experiments to characterize LOVA propellants. 
They used hot steel balls (with diameters between 3.2 and 11.1 
mm), and a cluster of propellant slabs. The ignition boundary 
for propellants was determined in terms of minimum 
temperature for a given size steel ball, using go/no-go tests. 
Their HFCI experiments indicated that the binder composi
tion may be one of the most important factors in the deter
mination of LOVA propellant vulnerability. 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Anaheim, California, December 7-12, 1986. 
Manuscript received by the Heat Transfer Division March 27, 1987. Keywords: 
Combustion, Phase-Change Phenomena, Reacting Flows. 

Kirschenbaum et al. (1983) studied the sensitivity properties 
of various candidate LOVA propellants using various tests, in
cluding HFCI. Their study showed that LOVA candidates are 
significantly less susceptible to thermal ignition than conven
tional propellants. Caveny et al. (1973) also investigated the 
effect of additives on the flammability limits of propellants, 
investigated the effect of additives on flammability limits of 
propellants, and evaluated three types of additives (including 
coolants, char formers, and flame inhibitors) for reducing 
flammability. 

Prior to the present study, several attempts have been made 
to model the ignition process encountered in HFCI ex
periments (Gol'dshleger et al., 1973a; Vilyunov and Kolchin, 
1966; Anderson et al., 1972; Gol'dshleger et al., 1973b; Linan 
and Kindelan, 1981; Tyler and Jones, 1981). However, 
because most of the existing models of of conductive ignition 
employ numerous simplifying assumptions and asymptotic 
solution procedures, their validity and usage are limited. 
Grossman and Rele (1974) obtained numerical solutions for 
the ignition of cellulose by impingement of hot, high-velocity 
spherical particles. They concluded that the total energy of the 
metal particle (both thermal and kinetic) is important in deter
mining whether or not ignition occurs. 

None of the theoretical models to date have attempted to 
describe the foam and/or melt layer that has been experimen
tally observed on the propellant surface in contact with hot 
particles. Nor has the effect of binder composition been 
studied in previous models. A theoretical model for simulating 
the ignition processes of solid propellants in HFCI tests is 
needed in order to evaluate new propellant formulations with 
respect to their ability to resist conductive ignition and thereby 
reduce system vulnerability. 

Specific objectives of this study are: (1) to formulate a com
prehensive model for simulating the ignition of solid pro
pellants under HFCI situations; (2) to identify chemical and 
physical input parameters required for the model; (3) to design 
and conduct simplified melting and evaporation experiments 
to partially validate the theoretical model under special 
limiting conditions; and (4) to demonstrate the capability of 
the theoretical model to simulate ice melting and evaporation 
processes. 
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VARIOUS CASES CONSIDERED 

TIME PERIOD I ( BEFORE THE FORMATION OF A MELT LAYER) 

-HOT METAL CYLINDER 

-SOLID PROPELLANT 

TIME PERIOD II (AFTER THE FORMATION OF A MELT LAYER) 

CASE (a) : h. > h. 

UK 
LIQUID MELT 

IN

CASE (b) : h, > hD 

CASE(c) :h ,>h p>L s 

CASE (d) : 

Fig. 1 Physical event of hot fragment conductive ignition (HFCI) pro
cesses represented by various cases in two different time periods 

Method of Approach 

Selection of Particle Geometry and Description of Physical 
Events. In actual HFCI processes, the hot fragments (spall 
particles) generated from the penetration of shaped charge jets 
of armor plates are in different shapes and sizes. In order to 
understand the physical and chemical processes, a particular 
particle shape has to be selected in the formulation of the 
theoretical model. Since no particular shape can truly repre
sent the actual geometry of spall fragments, any particle 
geometry (e.g., spherical, cylindrical, cubic, parallelepiped) 
could be chosen. The cubic or parallelepiped particles require 
a three-dimensional and unsteady solution, which is more 
complex than the cylindrical and spherical cases. The spherical 
particle geometry seems simpler than cylindrical; however, the 
heat transfer process involved does not satisfy the point sym
metry condition. Therefore, the cylindrical particle geometry 
has been selected. One additional advantage of the cylindrical 
spall particle is its flat-bottomed surface, which can easily 
maintain a good contact with a flat propellant surface. 

Consider a typical HFCI experiment using a hot spall parti
cle with cylindrical geometry. At time equals zero, the spall 
particle is placed on a cold propellant sample. In the early 
phase of the process (Time Period I), heat is conducted from 
the hot particle to the propellant without any phase change or 
pyrolysis (see Fig. 1). As time progresses, the temperature of 
the propellant increases and that of the particle decreases. 
Following a period of inert heating, the propellant starts to 
decompose, melt, and/or gasify (Time Period II). Since the 
density of the metal particle is much higher than the density of 
the decomposed propellant, it displaces the decomposed pro
pellant and becomes imbedded in (sinks into) the propellant, 
as shown in Fig. 1. The amount of imbedding depends on the 
temperature and size of the hot particle and the composition 
of the propellant. The decomposed species can further react 
exothermically in the gas and/or condensed (solid or liquid 
(foam)) phase to cause ignition. Self-sustained ignition will oc
cur only if the heat generated by the exothermic reactions ex-

Nomenclature 

A = Arrhenius frequency 
factor of chemical reac
tion of melt or foam 
layer in Region 1, 
kg/m3-s 

A{ = interface area between 
liquid melt and gas 
bubbles, m2 

Cp = constant-pressure 
specific heat, J/kg-K 

Cpr = specific heat of LOVA 
propellant, J/kg-K 

Cs = specific heat of spall 
particle, J/kg-K 

Db = averaged diameter of 
bubbles generated from 
gasification process, m 

Ea = activation energy of 
chemical reaction of 
melt or foam layer, 
J/mole 

^ci,2 = convective heat transfer 
coefficient on top and 
lateral surfaces of spall 
particle, W/m2-K 

hr-, = convective heat transfer 

AH} = 

J-/m — 

mh = 

mpR = 

m Sneti 

coefficient on top sur
face of LOVA pro
pellant, W/m2-K 
heat of formation, J/kg 
latent heat of liquid 
melt, J/kg 
instantaneous height of 
melt or foam layer in 
Region 2, m 
instantaneous distance 
traveled by spall parti
cle, m 
height of melt or foam 
layer in Region 1, m 
height of the spall parti
cle, m 
rate of conversion of 
reactant (R) into prod
uct (P), kg/s 
rate of mass generation 
of reactant species from 
the base of spall parti
cle, kg/s 
net rate of production 
of gaseous mass in 
Region 1 of foam layer, 
kg/s 

n = 

P = 

Qml 

<7rad 

<7spall 

order of chemical reac
tion in gas bubbles 
pressure, N/m2 

critical heat flux for 
producing gaseous bub
bles from melt of 
LOVA propellant on 
surface of spall particle, 
W/m2 

heat flux on submerged 
lateral surface of spall 
particle, W/m2 

heat flux from foam 
layer to LOVA pro
pellant, W/m2 

net heat generation in 
LOVA propellant, 
W/m3 

heat flux transferred to 
LOVA propellant from 
melt or foam layer in 
Region 1, W/m2 

net radiant heat flux, 
W/m2 

heat flux at base of 
spall particle, W/m2 
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ceeds the heat losses. The entire process is strongly dependent 
upon the energy content of the hot particle and 
physicochemical properties of the propellant . 

Governing Equations and Boundary Conditions. The 
mathematical model consists of governing equations and their 
associated initial and boundary conditions for the hot particle, 
the propellant, and the melt (or foam) layer. Figure 2 
schematically shows these regions and the coordinate system. 
The energy equations for the hot spall particle and the pro
pellant are as follows: 

Hot Spall Particle: 

d 1 

dt s s s r dr 

/ dTs\ d / dTs\ 

Propellant: 

dt 

d 
(PprCpr Tp) ~ Vs—(pprCpr Tp ) 

1 d dTD\ d / dT„\ . 
(2) 

During the H F C I tests, a foam layer could be generated, 
and the gases pyrolyzed from liquid melt may undergo ex
othermic chemical reactions to generate heat for further reac
tions. In order to take the above processes into consideration, 
the conservation equations for the foam region must be for
mulated. The following assumptions are adopted: 

1 The liquefaction process at the interface of the pro
pellant and liquid melt involves no gasification; 

2 the gaseous mixtures are produced from the base of the 
spall particle or at the l iquid-gas interfaces according to the 
Arrhenius rate law; and 

3 the energy release process in the gas phase can be 
represented by a single-step forward reaction 

R~P (3) 

Hot Spa l l Par t ic le 

melt layer 
region i 

Fig. 2 Schematic diagram of the model 

where R represents the gaseous reactant mixtures, and P 
represents the gaseous products . 

The mass continuity equation for the reactant species can be 
derived from consideration of mass-flux balance in region 1 of 
the foam layer as 

D 
—-(YRp ypLm-wr2

s) = -2-wrsLmYRp v^ 
DT 

"•"".net, + ' " « * - ' " * <4> 

The mass continuity equation for the product species can be 
written as 

D 

~Dtl [(1 - YR)p iLmitr2
s] = -2irrsLm{\ - YR)pgt vtr^ + mb (5) 

The source terms mb and mg can be expressed as follows 

according to the Arrhenius law: 

mb=AgP"gin^p(~^f-) (6) 

Nomenc la ture (cont . ) 

Tb ( = TsM) 

T 
T 

•* mel t 

r = radial coordinate, m 
Ru = universal gas constant 

= 8314.4 J /kg-mole-K 
rm = outer radius of melt or 

foam layer in Region 2, 
m 

rs = radius of spall particle, 
m 
boiling temperature of 
liquid melt, K 
gas temperature , K 
bulk temperature of 
melt or foam layer, K 
melting temperature of 
LOVA propellant , K 

Tp = temperature of L O V A 
propellant, K 

Tps = average surface 
temperature of LOVA 
propellant exposed to 
air, K 

Ts = temperature of spall 
particle, K 

vb = average axial velocity of 
bubbles in Region 1 of 
foam layer, m / s 

Vg,. = radial velocity of melt 

or foam layer in Region 
1, m/s 

vm = axial velocity of bound
ary surface of melt or 
foam layer in Region 1, 
m/s 

vmr = outward radial velocity 
of foam layer in Region 
2, m/s 
sinking velocity of spall 
particle, m/s 
axial distance above 
base of spall particle, m 
axial distance below in
stantaneous surface of 
propellant under foam 
layer, m 

a = thermal diffusivity, 
m2 /s 

/3 = bubble contact angle, 
deg 

es = emissivity of spall 
particle 

X = thermal conductivity, 
W/m-K 

li = dynamic viscosity, 
kg/m-s 

v., = 

z* = 

p = density, k g / m 3 

a = Stefan-Boltzmann con
stant = 5.6696 x 10" 8 

W / m 2 - K 4 

as = surface tension of liquid 
melt of LOVA pro
pellant, N / m 

4> = average porosity (void 
fraction) of foam layer 
in Region 1 

\//B = average void fraction of 
spall base surface in 
contact with gas 
bubbles 

Subscripts 

g = gas phase 
i = initial condition 
I = liquid phase 

melt = liquid melt 
pr = propellant 
oo = room condition 
1 = region 1 of foam layer 

Superscripts 

= T* = T-Trf 
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= AlgA, p,exp (
 Ea& \ 

\ RUT.) 
(7) 

where Alg represents the Arrhenius coefficient of the reaction 
at the interface of the liquid and gas phases. The mass con
tinuity equation for the liquid phase of the foam layer in 
region 1 can be given as 

-^-[P f l (1 - i<)LmTrr2
s] = -2-KrsLmph vt(\ - yj/) 

£net. 
->"<,„+ppr-wr2

s (-vm) (8) 

Rearranging equations (4) and (5), one can obtain the follow
ing equation: 

DYR 1 

Dt pg^Lmirr2
s 

[(1 - YR){m. . +mgp)-m„] (9) 

By considering the energy fluxes shown in Fig. 3(a), one can 
derive the following equation describing the rate of accumula
tion of the gas-phase energy: 

D
7ttpglTrr2

sLm(CvgT*gi+AH}tg)] = 
Dt 

+ m 

' (AHf* + CPg Tlt )Ps
vir^rsLm^ + q^Bitr2 

D 
•tmXl{cPJtn+urftR)-rDt (*r]LmM 

+ mgB (CPiR T*b + AH}R) - q^qAi{ (10) 

For the liquid phase, the balances of energy fluxes are given in 
Fig. 3(b), and the energy equation can be written as 

= - (A«;,f + C„77, )P,w4.2Tr,Lm(l - ^) 

+ <7u,(l - M ™ 2 ~ mgneti (CpJtT*b + AH}_R) 

+ ( - Vm )PprKr'Z(.Cpt7ldt + &Hf,t) - tfUq-solid""^ 

- mgB (CPtRT% + AH}jR) + q^A^ 

where 

AH}ig = YRAH}M + (1 - YR)AH}iP 

Cyg =
 YR CVR + (1 — YR) CvP 

CPg = YRCpR + (1 — YR)Cpp 

(11) 

(12) 

(13) 

(14) 

Both q{(q and (jiiq-soiid a r e positive for downward heat fluxes. 

Initial and Boundary Conditions. In order to solve the 
temperature distributions inside the spall particle and solid 
propellant, a set of initial and boundary conditions must be 
specified for equations (1) and (2). There are two sets of condi
tions: One corresponds to Time Period I (t<tmell); the other 
corresponds to Time Period II (t>tmeU). The initial conditions 
for Time Period I are 

(15) 

(16) Tp(0)=Tpi 

The initial conditions for Time Period II are the temperature 
profiles solved at the end of Time Period I. 

The boundary conditions for spall particles in Time Period I 
can be specified readily; some of the boundary conditions are 
special cases of those for Time Period II. Therefore, they are 
omitted here. The boundary conditions for the spall particle of 
Case (a) in Fig. 1 during Time Period II are given as 

at z=Ls 

-K-^ = hcl(Ts-T„) + es<j(rn-Tl) (17) 
az 

VA 

o, 

SPALL PARTICLE 
IS 

V, mgB(CPiRTb+AHfiR) 

y///////x, 
WJ 

6°YCi//jY/xJ//^////)^?'~, 
0 o\aQ^Jg?P_P°o9MQ 

SOLID./ 
:PROPELLANT- •;m 

^ 

• : - L -

T-'-'-'.: 
..(4H°f,5+cP!|Tg*'.Pguir?1r.rS

l-niV 

" r i Wt, ( c P,R T * + A H ° f ,R» 

Fig. 3(a) Energy fluxes associated with the gas phase in region 1 
(thickness of foam layer is highly exaggerated) 

SPALL PARTICLE V 

n>gB(Cp,RTb*+AHfiR^; 

<37/q'ias-H, \ / (i-vB)W %*$(%$ 

:,llq-30lld1rr3 

^msmmmmm 
V ^Hf t 4 + CMT*) P i v i r 2 TT rs Lm{ I - H>) 

"«Mt, 
(Cp,RTb*+AH?,R) ' - "mlPpr^s <cp<>Tmeit+AHf,jZ ) 

Fig. 3(b) Energy fluxes associated with the liquid phase in region 1 
(thickness of foam layer is highly exaggerated) 

atz = 0: 

dT< 1 
•mgR (CPtT% + AH},) + ypBq" + (1 - ib)q{' 

dz T r 2 "'SB v ~ « " » ' " V.W 1- YBV&s I" U - W V l i q 

+ -^T>:n
g(Cp„Tt + AHlR) (18) 

irr, 

atr = 0: 

at r = r-

dT 
- = 0 (19) 

dr 

~T"Aeff2« V, z)[Ts(t, rs, z)-fm(t)] 

- ^ - (for0<z<ht) 

-Aeff, (t,z)[Ts(t,rs,z)-Tg] ' J V M ' 5 » 

(for h(<z<Ls) 

(20a) 

(20b) 

The boundary conditions for LOVA propellant in Time period 
II for Case (a) can be written as follows: 

atz= —°°: 

atz= —Lm andr<rm: 

atr= <x>: 

TP 

Tp-

TP 

= T • 1 pi 

' * melt 

= T • 1 pi 

(21) 

(22) 

(23) 
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Fig. 4 Temperature distributions in a cylindrical shaped spall particle 

at r = rm andz-^h,: 

Kr-~- = q'm2 (if vmr = Q) 

T„ = TmAl (ifw„ r>0) 
(24) 

atr=r„, and h,<z: 
AT 

~ K-jjf- = ̂ P + hc2<-TS ~ TPS) Of Vmr = 0) (25) 

Tp = TmeU (if «m r>0) 

atz = hp andr>r,„: 

The boundary conditions for the spall particle and LOVA pro-
pellant in Time Period II for Cases (b), (c), and (d) can be 
written in a similar manner and are omitted here to save space. 

Simplifications of the Mathematical Model. Although the 
above set of governing equations can be solved with their 
boundary and initial conditions, together with a set of ade
quate heat transfer correlations, the calculation of the above 
PDE model is extremely time-consuming. In order to bypass 
this difficulty in solving many coupled partial differential 
equations (PDEs) and intricate boundary conditions, the 
theoretical model has been recast into a set of ordinary dif
ferential equations (ODEs) using Goodman's (1964) integral 
method. 

In general, the instantaneous temperature distribution in
side the spall particle with a cylindrical shape is a function of 
radial and axial positions. During the interval of contact with 
the LOVA propellant, the heat fluxes across the boundaries of 
the spall particle are high enough to generate nonnegligible 
temperature gradients inside the particle. Therefore, lumped-
parameter analysis cannot be used for this situation. To obtain 
approximate solution of the HFCI model based upon PDE 
formulation, the temperature profile is assumed to obey the 
following polynomial form (see Fig. 4): 

r , * ' , ' ; * ) = [ i + g i ( / ) ' 3 + c i 2 ( 0 ' 3 ] 

.[1 + C3(0(«-«m) + C 4 ( 0 ( Z - Z j 2 

+ C5(t)(z-zm)3 + C6(t)(z-zm)4] (27) 

where Tu(t) represents either the temperature of the uniform-
temperature zone in the spall or the maximum instantaneous 
temperature when the uniform-temperature zone shrinks to 
zero. The height z,„ represents either that of the midpoint of 
the uniform-temperature zone or that of the maximum 
temperature point. Z,„ can be calculated from the following 
equations: 

^m 

-[8th + (LS-8„,T)] for finite uniform-
temperature zone (28a) 

h after uniform-temperature 
zone disappears (28b) 

C,(0 through C6(0 are time-dependent coefficients to be 
determined by various boundary and smooth conditions 
discussed later. 

Following Goodman's (1964) integral method, by in
tegrating equation (1) twice with respect to z and r and apply
ing the polynomial form of equation (27), the PDE for the 
spall particle is reduced to 

d = r2asT„(t)S(t) 

where the parameters P(t) and S(t) are defined as 

1 

(29) 

P(t) = 
TtCsp, -ieB(t)+eT(t) + eL(t)+eu(t)] (30) 

S ( / )» - \ri+-
c, tf-ir, V ) 4 ] + y C 2 

'[ri
s-(rs-5lhL)5]}-{2C4Ls + 3C5l(Ls-zm)2-zl] 

+ 4C6l(Ls-zm)3+zl,}}+2(2Cl+3C2rs) 

C cA Ls+~KLs-zm)2-zl]+^KLs-zmy-zi] 

^i(Ls - z,„r - 4, i+•%(£, - zmf - 4,11 (31) 

In equation (30), dB, 8T, and 0L represent the thermal energy 
content in the bottom, top, and lateral thermal penetrated 
zone of the spall particle; their mathematical definitions are as 
follows: 

M 0 = CsPsTs2irrdrdz (32) 
Jo Jo 

MO-J 

L" CspsTs2-wrdrdz 

P CsPsTs2-Krdrdz 
Jrs-6lhL(t) 

(33) 

(34) 

The thermal energy storage in the uniform temperature zone, 
8u(t), can be expressed as 

6u(t)=\ CsPsTs2irrdrdz (35) 
.«> Jr,-' ««•„«> rs~hthL(t) 

The above four ds are expressed in terms of thermal wave 
penetration depths and constants Q through C6. These six 
constants are solved from a set of coupled linear algebraic 
equations obtained from the boundary and smooth condi
tions. Their explicit forms are given by Kuo et al. (1985). 

To evaluate the thicknesses of the thermal waves near the 
top and bottom of the spall particle, the following equations, 
deduced from the expression obtained by Goodman (1964), 
can be used: 

1 
&ihT 

(0=Vfof-
Kshc(t)(TSTc-Tg) 

'\'0
h^c(t)(TSTC-Tg)dt}y 

1/2 

• 9 ^ ( 0 

(36a) 

(366) 
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where the subscript TC stands for top center location of the 
spall particle. The thickness of the thermal wave penetration 
depth in the lateral direction can also be given in a similar 
form. 

Using a third-degree polynomial in z* to represent the 
temperature profile in the solid propellant and integrating 
equation (2) with respect to z*, the time variation of the ther
mal wave penetration depth (the thickness of the heated zone), 
8pr, can be determined from 

dblAt) 
pry '- = 6apr + 2vm(t)5pr{t) (37) dt 

The initial condition for 5pr is 

= 0 

After Spr(t) is solved, q"(t) can be calculated from 

&(0=3X , ( * melt * pi) 

(38) 

(39) 

Heat Transfer Correlations Employed in the Theoretical 
Model. To complete the model formulation, the following 
heat transfer correlations are presented as a part of physical 
input to the model. 

a. Heat Transfer at the Base of Spall Particle. The rates of 
heat transfer from the spall particle base to the liq
uid and gas bubbles in the foam layer (q{(q and q^s) can be 
evaluated from 

<7li'q — hbase(.TSB ~ 

: — hhaSe(TsB ' 

Tu) (40) 

?gaS = "baSeU Si)- ' '«,) (41) 

When the average temperature at the base of the spall parti
cle (tSB) is higher than the saturation temperature of the liq
uid melt, the boiling heat transfer correlation should be used. 
According to the empirical correlations of Jakob and Hawkins 
(1957) and Holman_(1977), Abase is related to the temperature 
difference between TSB and saturation temperature rsa t by the 
following equation: 

"base 

f l042( f S B - r s a t )
1 / 3 if d"n< 15,770 

\ .5 .56( f S B - r s a t )
3 if 15,770<</" „<2 .365x l0 5 

(42) 

This equation was developed from boiling heat transfer data 
of water at one atmospheric pressure on a horizontal plate. 
Strictly speaking, this correlation is not completely suitable 
for the downward heating from the spall particle base to the 
foam layer, but in the absence of better correlations, it is tem
porarily adopted and used with caution. According to Cheung 
(1985), the boiling heat transfer for the downward-heating 
case may follow the same temperature-difference dependence, 
but the constants could be approximately two to three times 
higher than the upward heating. In view of the confined space 
available between the base of the spall particle and the solid 
propellant, the gas bubble may be trapped momentarily in this 
foam layer region. If this happens, the material in the foam 
layer could accumulate thermal energy and reduce the rate of 
boiling heat transfer. Because the downward-heating effect 
may compensate for the confined-space effect, equation (42) is 
used at present for the simulation of melting and evaporation 
of ice to be discussed in a later section. 

After the base temperature of the spall particle has dropped 
below the boiling temperature, gas bubbles could still be 
generated from the spall surface (due to transient heating of 
the foam layer) until q"pilS1 decreases to the level of #min. q^in 

can be calculated from the following equation based upon the 
studies of Chang (1959), Zuber (1959), and Lienhard and Dhir 
(1980): 

-o.mPsh g"fg 
r<rsg(Pt-Pg)~\ 

L (Pl~Pg)
2 J 

(43) 

where g is the gravitational acceleration. The average velocity 
of bubbles leaving the heated surface area is 

Vb=0.S9\gO,{pt-pg)/p}Y (44) 

which is based upon the relationship reported by Rohsenow 
and Choi (1969). The average bubble diameter at detachment 
from the heating surface, based upon the empirical formula of 
Fritz (1935), is 

Db=CdB. 
2(7, 

g(P«-P») 
(45) 

where /3 is approximately 40 deg and Cd = 0.0148 for water in 
the ice melting and evaporation simulation. 

The void fraction at the base of the spall particle, \j/B, can be 
evaluated from the following approximation: 

+i ->-[•(&)-*]• (46) 

where a is a stretching constant in the order of one, and b is a 
specific heat-flux ratio at which \j/B versus q's^q'mm n a s a 

point of inflection. This equation is formulated based upon 
the fact that it satisfies the limiting case of film boiling, which 
requires that ^ — 1 when <7s'pan> ><7min- It a ls° satisfies the 
condition that when q"pBXi = q^m, ^ should approach zero. 

When fSB is lower than the saturation temperature of the 
liquid melt, the heat transfer coefficient between the fluid in 
the foam layer and the bottom surface of the spall particle can 
be evaluated from the following Kercher's empirical correla
tion, taken from the General Electric Heat Transfer Data 
Book (1979): 

h = "base 

C<t> l < £ 2 \ r 

Dh 
(^-r ( ^ r w - (47) 

where Xmixture is calculated from 

^mixture = \Mvapor + 0 ~ i M ^ l i q (48) 

4>l and </>2 of equation (47) are correlation factors that depend 
upon the ratio of bubble separation distance (X„), bubble 
diameter, and the Reynolds number {=pgvbDb/ii.e). The 
above equation was initially developed for gases flowing 
through an array of circular holes of a porous plate, located at 
the top of a horizontal gap. Numerous jets impinge on a bot
tom horizontal plate located a small distance from the top 
porous plate. The bubbles generated at the base of the spall 
can be regarded as gases injected downward through a 
horizontal porous plate. Even though the locations of bubbles 
vary from time to time, as long as the bubble sizes and separa
tion distances are properly calculated, the flow agitation and 
heat transfer processes are quite similar to those of a porous 
plate. The average separation distance between bubbles is 
calculated from the bubble size and the void fraction in the 
foam layer by the following equation: 

X„ = 0.5 
$B 

-D„ (49) 

The heat transfer coefficient given in equation (47) is used to 
determine the energy fluxes, q^s and q{(q, until TSB decreases 
t 0 ^ rne l f 

b. Heat Transfer at the Interface Between Liquid Melt and 
Solid Material. The heat transfer process in the foam layer at 
the interface with solid material is governed by the condensa
tion of bubbles at the interface. Levenspiel's correlation of 
steam-bubble condensation (Soo, 1967) has been adopted to 
calculate the instantaneous heat transfer coefficient and the 
heat flux q(iq.soM • The heat transfer coefficient can be written 
as 

he{t) = 3.54Db (OP, (t)hfg (50) 

To calculate adequately the values of hc(t), the effective bub-
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ble diameter is used in the above equation to replace the in
stantaneous diameter of a single bubble. During the condensa
tion process, the rate of decrease of bubble diameter can be 
described by the followng equation (Soo, 1967): 

Table 1 Major unknowns and equations 

dlnDb(t) 

Dt 
= 7 .08[r„( / ,0)-7'„ 1 (O] (51) 

Both the propellant or ice surface temperature and the bulk 
temperature of the gas bubble are functions of time. However, 
experimental evidence indicates that the bubble lifetime is 
much shorter than the foam-layer action time; hence, Tg can 
be treated as a constant in estimating single bubble lifetime. 
Setting the propellent surface temperature equal to Tme]t, 
equation (51) can be integrated with respect to time to give 

-1.0HTgj~Tmdt)t] (52) Db(t)=Db(0)exp[-

Using the same functional form, the effective bubble diameter 
can be expressed as 

Dh (53) Defl(t)=Dbexp[-kt) 

where Db (the average diameter at detachment) is calculated 
from equation (45) and k~l represents the characteristic decay 
time. The physical meaning of the effective bubble diameter is 
associated with the averaged void fraction of the surface area 
due to bubble impingement on the propellant surface. As the 
spall particle sinks into the ice block, the particle is cooled by 
transferring the heat to its adjacent material. The boiling pro
cess becomes less intense and generates fewer gas bubbles to 
impinge on the ice block. Therefore, the effective diameter 
decreases with respect to time. The k value used in equation 
(53) is on the order of 0.2 s " ' . To account for the above effect 
caused by the reduction of bubble number density in terms of 
effective bubble diameter, the decay time (k^1) used in the 
computation is considerably longer than the bubble lifetime. 

c. Heat Transfer at the Top and Lateral Surfaces of the 
Spall Particle. The top surface of a spall particle can be con
sidered as a horizontal plate where the heat transfer 
mechanism is due mainly to natural convection (McAdams, 
1954; Goldstein et al., 1973). The Nusselt number is expressed 
as a function of the Rayleigh number in the commonly used 
McAdams' (1954) correlation. 

The lateral surface of the spall particle in contact with the 
foam layer experiences natural convection or conduction since 
the velocity of the melt layer is quite small. On the other hand, 
the lateral surface of the spall particle that is exposed to the air 
experiences forced convection due to the flow of pyrolyzing 
gaseous species above the melt layer. In order to consider these 
two different mechanisms, it is necessary to determine the dif
ferent heat transfer coefficients caused by forced and free 
convection. 

For laminar flow, the conventional correlation for parallel 
external flow, along the axis of a cylinder, is used to relate the 
local Nusselt number to the local Reynolds and Prandtl 
numbers (Holman, 1972). For turbulent flows, Schlichting's 
(1968) local friction coefficient is used to relate Reynolds 
numbers to the local Nusselt number. 

Application of the HFCI Model for Simulating the Melting 
and Evaporation of Ice Upon Direct Contact With a Hot Ele
ment. In order to verify the theoretical model developed for 
predicting HFCI phenomena, a set of input parameters and 
functions is required. At present, although some 
measurements are being conducted by Miller (1986), many 
critical parameters for LOVA propellants are not fully 
characterized. In view of this situation, experiments must be 
conducted in a simpler system to simulate HFCI phenomena. 

One obvious way to simulate the conductive heating, 
melting, and evaporating processes of HFCI tests is to heat an 
ice block with a hot metal rod. In such an experiment, uncer-

Region 

Spall 

Particle 

Foam 

Layer 

Ice 

Unknown 

Ts 
P 

Tu 

YR 

TB1 

T*l 

vm 
1 

v 

Equation 

(27) 

(29) 

(30),(31-35) 

-0 

(10) 

(11) 

(54) 

d) 

(37) 

Table 2 Minor unknowns and equations 

Region 

Spall 
Particle 

Foam 
Layer 

Ice 

Unknown 

6B 

6T 

6thT 

sthL 

AHf.g 

v̂g 

hbase 

hc 

V 

Equation 

(32) 

(33) 

(36)a 

(36)a S (36)b 

(12) 

(13) 

(42) or (47) 

(50) 

(39) 

Unknown 

eL 
% 
<5thB 

Zm 

% 
cPg 

•ii'iq 

Igas 

*B 

Equation 

(34) 

(35) 

(36)b 

(28)a or (28)b 

(45) 

(14) 

(40) 

(41) 

(46) 

—-

tainties in chemical kinetics in the melt layer are avoided, and 
data from experiments can be used to validate the theoretical 
model under the limiting condition without involving chemical 
reactions. The reason ice was selected for melting and 
evaporation simulation is due to the well-known boiling heat 
transfer characteristics of water, as well as its thermal proper
ties. The ice cube is also readily available for experiments. 

The regression velocity of the ice surface, vm, is computed 
from the heat-flux balance at the interface between the foam 
layer and ice by the following equation: 

4liq -solid -Qpr 

+ &H°r •AH°f 

(54) 
Ppr i(Cpr- ^pt) 1 melt T " " . / > ~ " " / . U 

Major and minor unknowns, together with the numbers of 
equations for their determination, are listed in Tables 1 and 2. 

Test Setup and Results for Ice Melting and Evaporation 
Experiments 

An ice-melting and evaporating experiment has been de
vised and conducted. To be compatible with the theoretical 
model, a steel cylindrical rod with a diameter of 1.27 cm and a 
length of 2.54 cm is connected at one end to a 10.16-cm-long 
guiding steel rod with a diameter of 0.3175 cm. Four copper-
constantan thermocouples with bead sizes of 0.025 cm and 
wire diameters of 0.0075 cm were soldered to different loca
tions of the heating element (shown in Fig. 5). In these tests, 
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T '490.0 K

Value Parameter ValueParameterRegion

Spa 11 r s 0.635xl0-2 As 6.39xl0- 1

Particle Ls 2.54xl0-2 Cs 4.34xl02

Ps 7.83xI0 3 Tsi 4.90xl0 2

P1 9.87xl0 2 1. 1 4.52xl0-2

Table 3 Input data used In the Ice·melting and evaporation simulation

273.2 K

TCI

TC4

T'273.2K\ ~'2mm----.L-- --l TC4

~
,490.IK TC3

TC2 273.2 K\ tI TC2 25.4mm

~
490.0K ----'--TC-3----------l TC I I-I--l

273.2 K\I 12.7mm

489.8 K Steel Heatino Element
and Thermocouple
Locations

"------- Time zone 3

Calibration slonal

Fig. 5 Measured temperature-time traces from ice melting and
evaporating experiments

Foam

Layer

4.18xl03

1.87xl03

1. 41xl03

lIH f 1 -1.59xl07

lIH f :g -1.34xl07

Comparison of Numerical Results With Test Data of Ice
Melting and Evaporation

To verify partially the HFCI model, numerical solutions
were compared with experimental data obtained from an ice
melting and evaporating experiment. Input data for this
numerical simulation are given in Table 3. Figure 7 presents a
comparison of the calculated sinking velocity of the spall par
ticle with the measured data. It is quite obvious that agreement
between calculated results and measured data is reasonably
close. The trend of sharp decline followed by a much slower
rate of sinking is exhibited in both theoretical and experimen
tal results. Figure 8 shows the comparison of calculated spall
particle trajectory with experimental data. The agreement is

unit volume is much larger on the guiding rod than that of the
main body.

2 Based upon the slope changes of the temperature decay,
the overall process can be divided into the three time zones
shown in Fig. 5. In the initial time zone, the temperature of the
heating element decays slowly with time since the element was
taken from the oven and cooled by natural convection in air
and radiation to the surrounding. A small amount of energy is
lost from the guiding rod to a room-temperature clamp by
conduction. In the second time zone, a significant amount of
steam was generated at the contact zone of the heating element
and the ice. The flow around the cylindrical rod was highly
turbulent. Associated with steam generation, the temperatures
at all thermocouple locations decrease drastically in 1.2 s, as
shown in Fig. 5. In the last time zone, steam generation is
gradually replaced by ice melting and slow sinking of the
heating element into the ice block. Eventually, the heating ele
ment stopped at a terminal position inside the ice block.

3 The downward velocity of the heating element was
highest upon initial contact with the ice block, and then
decayed monotonically to zero velocity.

4 From the color Schlieren photographs, one can see clear
ly that the steam-jet velocity is mostly in the radial direction at
the initial time interval. The steam jet then changed from
radial outward direction to vertical upward direction.
Associated with steam-jet action, the flow field surrounding
the cylinder is highly turbulent. Following the decay of steam
generation, the flow became laminar at the later stage.

t ~ 0.41 s

Fig. 6 A color Schlieren photograph of Ice·meltlng and evaporating
experiment

the heating element was heated inside an oven with preselected
temperature. The heating element was placed on top of an ice
cube, and the temperature-time variations at different loca
tions were recorded. A typical set of recorded
temperature-time traces is shown in Fig. 5.

In addition to temperature-time measurements, a video
movie camera was used to record the ice melting and
evaporating phenomena. The instantaneous position of the
heating element was recorded on the video camera. The
displacement and velocity of the heating element were deter
mined by reading the instantaneous top surface location of the
heating element against a stationary scale and the digital time
counter on the video screen. Time variations of the measured
velocity of the heating element are compared with theoretical
results in a later section.

In order to observe the flow pattern of the gas and steam
surrounding the heating element, a Schlieren optical system
(Settles, 1970; Kuo et aI., 1985) was used. A typical color
Schlieren photograph obtained from an ice-melting and
evaporating experiment is shown in Fig. 6. Several interesting
observations are made from the video and temperature
records of these experiments:

1 Although all four temperature-time traces in Fig. 5
showed similar variations, there are some differences among
these traces. The temperatures on the main body of the
heating element decay at a slower rate than those on the
guiding rod. This is due to the fact that the surface area per

Ice 2.04 x 103

9.13xl0 2
Apr 2.21

lIHf,pr-1.55Xl07
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Fig. 7 Comparison of calculated sinking velocity of the spall particle 
with the measured data obtained from ice-melting and evaporating 
experiment 
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Comparison of calculated spall particle trajectory with data ob-
from ice-melting and evaporating experiment 
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Fig. 9 Comparison of the measured temperature-time trace of TC2 
with calculated temperature—time traces at the spall-particle base, 
TC2, and maximum temperature locations of the spall particle 

not extremely close; however, the calculated trend of traveling 
distance variation with time and the magnitude of hp are not 
far from the measured data. 

From the comparison of the calculated and measured 
temperature-time traces at the thermocouple TCI location 
shown in Fig. 9, it is evident that the two traces are very close. 
In the same figure, calculated traces for the average 
temperature at the base of the spall particle (7^) and the max
imum spall particle temperature (Tu) are plotted. It is in
teresting to note that the temperature difference between Tu 
and TSB is much larger than that between Tu and TCI. This 
implies that a significant temperature gradient exists near the 
base of the spall particle because of the high heat flux leaving 
the spall particle base region. The temperature gradient in the 
radial direction in the middle of the cylindrical spall particle is 
nearly negligible due to relatively low radial heat fluxes and 
high thermal conductivity of the material. 
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Fig. 10 Calculated radial temperature profiles at the top surface, mid
dle section, and bottom surface locations of the spall particle for 
various times 
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Fig. 11 Calculated temperature profiles in the ice block at various 
times 

Figure 10 shows the calculated radial temperature profiles at 
the top surface, middle section, and bottom surface of the 
spall particle for various times. Most of the profiles are quite 
flat, but there is some gradient in the radial direction, especial
ly during the early part of the event. Calculated temperature 
profiles in the ice are shown in Fig. 11. It is clear that the ther
mal penetration depth increases monotonically with respect to 
time, while the surface temperature is maintained at a fixed 
value. 

The calculated time variations of <js'pall and qpr are shown in 
Fig. 12. It is useful to point out that <jrs'pall is significantly 
higher than q'p\ for a long period of time. This indicates that a 
substantial amount of energy is carried away by evaporation 
of liquid melt in the foam layer. The sharp declines of <7s'paI1 
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Fig. 12 Calculated time variation of heat fluxes Qspall a n t i <tm 

and q'pr in the initial time period dictate the rapid decrease of 
sinking velocity with respect to time. 

Summary and Conclusions 

1 A comprehensive theoretical model for simulating hot 
fragment conductive ignition processes of LOVA propellants 
has been formulated. This model simulates: heat transfer pro
cesses between the spall particle and propellant; formation of 
the liquid-melt or foam layer, propellant pyrolysis processes; 
displacement of the hot spall particle; and propellant ignition 
or quenching of the spall particle. 

2 The partial differential equations governing the tran
sient heat transfer processes in the spall particle and LOVA 
propellant have been successfully converted to a set of or
dinary differential equations. This leads to a major reduction 
in computational time. 

3 The HFCI model has been applied to the ice melting and 
evaporation processes under the direct contact with a hot ele
ment. Experimental tests were conducted with temperature 
measurements and flow visualization using a color Schlieren 
system. 

4 Good agreement between calculated results and test data 
of ice-melting and evaporation experiments shows that the 
HFCI model is capable of predicting the major heat- and 
mass-transfer characteristics in the melting and evaporation of 
a solid with known thermal properties and boiling 
characteristics of its liquid melt. 

5 During the initial contact between the spall particle and 
ice block, a strong steam jet in the radial direction is 
generated. As time progresses, the steam jet changes from the 
radial to the vertical direction as its strength decays. A 
substantial amount of energy is carried away by the steam jet 
generated from evaporation of liquid melt in the foam layer. 

6 The input parameters and types of correlations required 
for studying the HFCI processes of a given solid propellant 
can be identified from the theoretical model presented in this 
paper. The full validation of the HFCI model cannot be per
formed until a set of input parameters and correlations 
become available. 
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Measurements of the Spectral and 
Directional Emission From 
Microgrooved Silicon Surfaces 
This paper reports measurements of both the spectral and specular thermal radiation 
emission characteristics of very regularly microconfigured grooved surfaces in a 
silicon substrate at 300 and 400° C. The resulting surfaces were phosphorus-doped, 
to assure the dominance of the emission from the material near the sample surface. 
The samples had groove depths H of zero for a reference, to 42 pm, and widths L = 
12.6 to 14 \i.m. The geometry repeat distance was 22 \im, or 455 grooves per cm. The 
grooves correspond directly in size to the band of principle emission wavelengths X 
that arises at these temperature levels. The measurements show strong spectral ef
fects for normal emission, including highly favored frequencies, for H > X. This 
suggests a cavity "organ pipe" mode of emission. Similar, though modified, effects 
were found in directional emission, away from the normal. There also were strong 
polarization effects, with the cross-groove polarization mode dominant. The spec
tral and specular measurements are compared with calculations of the classical kind, 
which tacitly assume that X < < H = 0(L). 

I Introduction 
Radiant emission from regular microstructures has, to the 

best of our knowledge, not been measured before. Radiant 
emission is just one aspect of the largely unexplored area of 
the transport of heat from microstructures. In general, the 
nature of the interaction is often not fully understood when 
the characteristic length governing the heat transfer process is 
comparable to the local surface geometry. In radiant emission, 
when the wavelength X is the order of the scale of the surface 
geometry S noncontinuum effects arise. 

Radiant emissions from smooth surfaces and macroscopic 
black bodies are well understood (Planck, 1959; Siegel and 
Howell, 1981). Measurements and calculations for surfaces 
with regular geometries, where X is much less than S, are in 
close agreement. A recent review is given by Demont et al. 
(1982). In this region, geometric optics applies. A simplified 
conventional geometric model will also be developed in this 
paper, for the microgrooves, as the asymptotic limit of X/S — 
0. A model based on interference is inappropriate here as the 
source is thermally incoherent. 

The electromagnetic interactions at a surface with X ~ S is 
receiving considerable attention and some of the most recent 
results will be discussed here. Measurements carried out by the 
authors indicate the presence of anomalies in the normal spec
tral polarized emittance of deep gratings (Hesketh et al., 
1986). Measurements of the directional spectral polarized ab-
sorptance at a grating and silvered bi-grating, where the 
grating depth H is much less than A, show other directional 
anomalies (Inagaki et al., 1983, 1985). 

The remainder of previous relevant studies fall into two 
areas. These are emission from metal surfaces with irregular 
surface asperities (Lofving, 1980; Edwards, 1965; 
Kanayama, 1972; Rolling, 1967) and calculations of absorp
tion with deep regular grooves (Glass et al., 1982; Wirgin and 
Maradudin, 1986, 1987). The irregular surfaces show in
creased emittance, with more energy at smaller polar angles. 
The theory of Baltes et al. (1976), for radiation from finite 
blackbodies, is also relevant to these mechanisms. 

Present address: SRI International, Menlo Park, CA 94025. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 6, 
1987. Keywords: Radiation, Radiation Interactions. 

II The Present Measurements 

The experiments employed (110) crystallographically 
oriented silicon wafers on which "square wave" gratings were 
etched to a common repeat distance of 22 /xm, see Fig. 1(A). 
Groove depths of 7, 14, and 42 /im were etched using standard 
photolithography, and a 40 percent wt. solution of KOH at 
52°C. The etching duration was chosen to obtain different 
depths, with an etch rate of roughly 0.3 /xm/min. After 
etching, the microconfigured wafers were spin-coated with a 
phosphorus-based dopant and heated at 1250°C for 10 h. The 
resulting peak phosphorus surface concentration was 0.4-0.6 
x 1020/cm3, as determined from sheet resistance 
measurements. This carrier concentration yields an effective 
radiative skin depth of 1 /tm or less, for X > 5 /xm. Auger 
measurements gave surface phosphorus concentrations of - 1 
X 1020/cm3. This is in good agreement with the sheet 
resistance measurements. The heavily doped back surface of 
the silicon wafers was used as a plane electrical heater 
element. A schematic drawing of the grating is shown in Fig. 
1(A), along with the polarizations s and p studied. In Fig. 
1(B), a scanning electron micrograph of a grating with A = 22 
itm is shown. The white markers are 10 /xm long. 

The emissivity measurement system is shown in Fig. 2. The 
signal-to-noise ratio of the infrared measurements was 100:1 
or better. The data were processed with a small data logging 
system based on a single board Z-80 computer. 

The 1.27 x 1.27 cm microconfigured chips were mounted in 
a specially designed low-thermal-loss holder. More energy was 
required to reach operating temperature for microconfigured 
surfaced samples, compared to a similarly treated smooth sur
face. The blackbody source was constructed from a copper 
cylinder. Peak blackbody emission at 400°C occurs at 4.3 /xm. 

The temperature of the source and the temperature dif
ference between it and the sample were monitored throughout 
each measurement sequence. The 400°C blackbody source, 
controlled to better than 10m°C, was used as a reference for 
controlling the silicon sample temperature. Temperature dif
ferences between the back of the silicon sample and the 
blackbody did not exceed 0.5°C. The temperature fluctuations 
of the sample were typically less than 0.2°C during the course 
of a measurement. 

Measurements were made of the normal spectral emission, 
at 8 = 0. This consisted of logging the normal polarized spec-

680/Vol. 110, AUGUST 1988 Transactions of the ASME 
Copyright © 1988 by ASME

  Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



s

A

B

~e
_-=~~,JIL
~,-$"l ~ U

H

Fig. 1 (Al Schematic drawing of the microgrooves showing: repeat
distance A; slot width L; depth H. The direction of emission Is given in
terms 01 azimuthal angle <P, and polar angle 8. The direction of polarlza·
tion is indicated by the arrows labeled sand p. (B) Electron micrograph
of the microgrooves; A - 22, H = 44 I'm. The marker shown In white is 10
I'm wide. The lighter grey areas are the side walls of the silicon and the
almost black areas are the bottom of the microgrooves.

Nomenclature

A ratio of H to L tance of cavity ex- t angle of incidence

f fraction of rays in- cluding diffuse of a ray with the

cident on base part side wall

F diffuse geometric T temperature 8 polar angle of

angle factor S scale of surface emittance

H depth of geometry measurement

microgrooves CiA hemispherical spec- 'A wavelength
s tral absorptance A repeat distance of

[(p, 'A, T, 8, 4» specular polarized E - emittancelemissivi- microgrooves
intensity ty p reflectance

N number of reflec- EA hemispherical spec- 4> azimuthal angle of
tions of a ray with tral emissivity emittance
the side wall s

normal spectral measurement
L width of E(p, 'A, T)

microgrooves emissivity Subscripts
s

M,P,Q,m integers E(p, 'A, T, 8, 4» directional spectral D diffuse model
R specular reflec- polarized emittance S specular model
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tral intensity of both the 400°C blackbody and silicon sample 
at normal incidence. The s and p polarized normal spectral 

emittances e (p, X, T) at 400°C are defined as the ratio of these 
spectral intensities. 

PE 112 
SPECTROMETER 

CONTROLLER 

Fig. 2 Schematic layout of the emittance measuring equipment: TC = 
thermocouple, BB = blackbody, LIA = lock-in amplifier, PE = 
Perkin-Elmer spectrometer, IW = plane mirror, and PM = parabolic 
mirror 

Measurements of the directional spectral emission, at both 
azimuthal angles </> = 0 deg and 90 deg were made by logging 

the sample polarized directional spectral intensity I(p, X, T, 8, 
4>) as a function of polar angle 6 between 0 and 75 deg. The 
directional emittance was then calculated as the ratio of the 
measured intensities at 6 and 0 = 0 deg, and multiplied by the 
normal spectral emittance. This directional spectral polarized 
emittance (DSPE) is 

NHgCdTePVCELl e ( / 7 , X, T, 8, <j>) =• 
UP, X, T, e, 0) 

I(p, X, T, 0, 0) 
e(p, X, 71= DSPE (1) 

The normal spectral polarized emittance corresponds to a 
polar angle, 8 = 0 deg, and an azimuthal angle, <j> = 90 deg, as 
defined in Fig. 1(A). For this orientation, the s polarization 
vector is parallel to the grooves and the p polarization is 

A=22,H=131 L= 12-6/xm 
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Fig. 3 Normal spectral polarized emittance as a function of 
wavelength with polarization as a parameter, at 400°C. The smooth sur
face emissivity is shown in (A). All microgrooves had a repeat distance A 
= 22 pm. For (B) H = 7 (.in and L = 14 pm, for (C) H = 14 pm and L = 
12.6 urn, and for (D) H = 42 /tin and L = 14 ntn. 
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Fig. 4 Directional spectral polarized emittance of doped silicon 
microgrooves, at 400C and $ = 0 deg, as a function of wavelength. The 
solid lines are experimental data. The dashed lines shown are from the 
specular geometric calculation. (A) p-polarized A = 22, H = 13, and/. = 
12.6 ^m; (B) s-polarized A = 22, H = 13, and L = 12.6 /im. 

perpendicular to them. Rotating the sample to <f> = 0 deg 
reverses the definitions of the 5 and p polarization vectors, 

relative to the grooves. The reproducibility of e(p, X, T, 6, <f>) 
in these comparable measurements was 2-4 percent from run 
to run. 

The emissivity of a smooth equally doped silicon surface is 
shown in Fig. 3(^4). Multiple maxima were found in both e(p; 
X; 400°C) and e(s; X; 400°C) from gratings with H = 1, 14, 
and 42 /im, as seen in Fig. 3(B-D). These peak results from the 
noncontinuum behavior of the emittance. Other measure
ments, at 300°C, indicated that temperature had little effect 
on the magnitude of e and essentially no effect on the position 
or amplitude of the observed maxima. 

The number of maxima is seen to increase as the groove 
depth increased. These peaks are thought to be due to "organ 
pipe" like electromagnetic modes, which arise in the 
microgrooves. (Hesketh et al., 1986). Fewer maxima are seen 
in the polarized emittance for H = 7 and 13 jum. For all the 
data the emittance polarized across the grooves exceeds that 
polarized along the grooves. 

The directional spectral polarized emittance data are shown 
in Figs. 4 and 5, plotted against polar angle 6, with wavelength 
as the parameter. These four figures are for the s- and p-
polarized emission at both azimuthal angles 4> = 0 and 90 deg. 
These two angles result in the plane containing the angle 0 and 
the surface normal being parallel and perpendicular to the 
microgrooves in Figs. 4 and 5, respectively. 

For 0 = 0 the results are shown in Fig. 4. The p-polarized 
DSPE increases with wavelength and a peak is discerned near 6 
= 60 deg, for the sample shown. The polar angle at which the 
peak occurs decreases as the wavelength increases. This is 
typical of the behavior of the DSPE for these microgrooves. 

The s-polarized DSPE, in Fig. 4(5), increases with angle and 
several maxima occur at the shorter wavelengths. These are 
associated with the noncontinuum effects in the elec
tromagnetic radiation (Hesketh, 1987). 

In Fig. 5(A), for <j> = 90 deg, the p-polarized DSPE general
ly increases with polar angle. The s-polarized DSPE, in Fig. 
5(B) show a broad maximum at roughly 8 = 40 deg. In 
general, the position of this maximum has virtually no 
dependence on H, A, or wavelength. 

Il l Modeling of Emission 

The emission was calculated from a purely classical model, 
that is for the wavelength range much less than H, A, and L. 
This asymptotic limit excludes any quantum or noncontinuum 
effects. However, it provides a base of comparison for the ex
perimental data. A model based on interference was not 
available for incoherent thermally excited grating. Therefore, 
the conventional geometric model of Sparrow and Jonsson 
(1963) was used. 

The model considers the microgrooves as alternating flat 
surfaces and grooves. The emission properties of the flat 
material are known from measurements on smooth silicon, as 
in Fig. 3(A). Hence, cavity models developed here need only 
apply to the grooves. Two kinds of model are used. The first 
model assumes that all surfaces are diffuse reflectors and was 
used for the normal emittance calculation only. Here a col-
limated set of rays normal to the structure was considered to 
determine the normal absorptance. Some of the incident 
energy is absorbed at the base. The remainder is either 
reflected out of the cavity or interacts further with the sides, 
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Fig. 5 Directional spectral polarized emittance of doped silicon 
microgrooves, at 400C and $ = 90 deg, as a function of wavelength. The 
solid lines are experimental data. The dashed lines shown are from the 
specular geometric calculation. (A) p-polarized, A = 22, H = 13, L = 12.6 
jim; (B) s-polarized, A = 22, H = 42, L = 14 /im. 

Specular 

-Diffuse 
Table 1 Calculated and measured normal emittance 

B S p e c u l a r 

Fig. 6 Schematic of the geometric models for the microgrooves: (A) 
diffuse model; (S) specular model indicating image of base, 3 ' 

see Fig. 6(A). Subsequent diffuse absorptances, a 2 D , occur at 
the side walls. The emittance of the cavity is 

ei,fl(P. \T)=axs + -
2Pl,SFn[a2,D + °<3,DP2,DF32] 

(2) 
[1 -p2j}(,Fu + 2F23F32p3iD)] 

The subscripts refer to the walls of the cavity and F is a 
uniform diffuse irradiation angle factor (shown in Fig. 6/1). 

The emittance of the grooved surface is then determined by 
summing in the emissivity of the flat surface and cavity in pro
portion to their projected areas, as follows: 

s (A— L) s L s 
eD(p,\ T)= —?-e5(p,\, T)+-—eiD(p,\, T) (3) 

A A 

H, 
ion 
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42 
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ftm 
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Polarization 

5 

P 
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s 
p 

<=D 

0.427 
0.465 
0.301 
0.347 
0.467 
0.517 
0.340 
0.405 
0.590 
0.648 
0.470 
0.558 

es 

0.420 
0.447 
0.301 
0.326 
0.429 
0.488 
0.304 
0.364 
0.501 
0.625 
0.373 
0.521 

Measured 
emittance 

0.42 
0.50 
0.28 
0.33 
0.43 
0.59 
0.29 
0.43 
0.63 
0.88 
0.40 
0.65 

The second model assumes that the reflectance of the base is 
diffuse and that of the side walls is specular (shown in Fig. 
6B). This model was used for both the normal and directional 
calculations. The simplified conventional specular model is 
derived from a method used by Sparrow and Jonsson (1963) 
for a set of parallel rays incident on the structure. Since the 
diffuse reflectance at the base is hemispherical, the calculation 
must include the angular variation. Details of the model are 
given by Hesketh (1987). The specular reflectance of the cavity 
is given by the following expression, which includes the direct 
diffuse reflectance from the base out of the cavity, p3 s F3l: 

2H2 

/} = 4p 3 i S EMEQEP—73-
irL2 

[p2iS(p, X, T, t)]' 

r ( M + Q - l ) 2 + (P -0 .5 ) 2 + 4/l2 

~ + P\SF3\ (4) 
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measurements 

where f is the angle of incidence on the side wall, Mand P = 1 
tooo.Q = 1,2,/V = M/2forMeven,/V = (M + l ) / 2 f o r M 
odd, and Nis an integer equal to the number of times a ray is 
reflected from the side wall. The asymptotic limits of this 
equation are physically correct. For example ps — pis as H — 
0. Also as H — oo then ps — 0. That is, the cavity is so deep 
that no energy is reflected out of it. 

The emittance of the surface is again determined by sum
ming the emissivity of the flat surface and cavity in proportion 
to their projected areas, as follows: 

es(p, X, T) = ( A ~ L ) e5(p, X, T) +-L.[\-R{J, X, T)] (5) 

These expressions were evaluated with a Fortran program to 
M, P = 50. The calculated emittances at wavelengths of 7 and 
13 fun are given in Table 1. 

The specular model was extended to include polar angular 
(0) variation. The reflectance of an incoming set of parallel 
rays, inclined at an angle 6 to the surface, was calculated. 
Two situations arise, <f> = 0 and </> = 90 deg. First, the 4> = 90 

deg case is considered. The (p, X, 7) functional depend
ence will be omitted from the following discussion for brevity. 

Azimuthal Angle <t> = 90 deg. The fraction of the rays inci
dent on the side wall at an angle (90 - 0) are specularly 
reflected toward the base and the intensity is reduced by a fac
tor p2 s(90 - 0). This fraction/is a function of 0 and is given 
by 

where INT means take the integer value, m, of the expression 
in brackets. In a manner similar to equation (5) the emittance 
of the cavity is given by 

Pi,s(P> X, T, <f>, 0). This modifies the expression for R, 
equation (4). However, the direction of polarization is not af
fected for the smooth flat surface and base of the cavity. 

IV Discussion and Conclusions 

This comparison of the data and calculations shows a strong 
departure from simple geometric behavior, in both the normal 
and directional spectral emittance of highly doped silicon 
microgrooves. First consider the directional behavior. The 
calculated DSPE for both 0 = 0 and 90 deg predict a 
monotonic variation with polar angle. The DSPE data at <j> = 
90 deg show an increase with polar angle. This increase is in 
agreement with calculations for a similar shaped cavity with 
specular reflecting walls, by Demont et al. (1982) and Sparrow 
and Jonsson (1963). The s-polarized data deviate more strong
ly from the calculation than do the p. 

The DSPE of microgrooves at 4> = 0 has apparently not 
been measured or calculated before. The variation as a func
tion of polar angle is governed by the directional 
characteristics of both the base and the smooth unetched lands 
of the microgrooves. The s-polarized emittance decreases with 
angle and the /^-polarized increases. Again, the ^-polarized 
emittance shows a more pronounced deviation from geometric 
behavior than the p. The maxima in the DSPE, with 0, are 
related to a coupling of the radiation to a vertical "organ 
pipe" standing wave in the microgroove (Hesketh et al., 
1986). The maxima in the p-polarized DSPE have been related 
to a quantization of the electromagnetic field across the 
grooves (Hesketh, 1987; Hesketh et al., 1987). This cor
responds to the dimension equal to L in Fig. 104). In addition, 
the calculations do not show the wavelength maxima, in the 
normal emittance, which were measured at all microgroove 
depths. 

The model correctly predicts that thep-polarized emission is 
larger than the ^-polarized. In Fig. 7 the ratio of the p and s-
polarized normal emittance is plotted. The specular model is 
seen to be a much better predictor of the measured ratio of 
polarized emission, since these values are much closer than 
those for the diffuse model. The additional /"-polarized emis
sion arises from emission from the side walls. Data for the 
smooth samples indicate that the p-polarized emission in
creases with polar angle rapidly, whereas the i'-polarized 
decreases (see also Siegel and Howell, 1981). 

The tabulated values indicate that both the diffuse and 
specular models more closely predict the normal emittance for 
the shallower grooves than for the deep grooves. However, the 
diffuse calculation is in closer agreement with the data for 
larger depths H. 

Neither of the geometric models account for the noncon-
tinuum effects that have been measured. It is clear that addi
tional important physical mechanisms arise in these structures. 

ljS (0, 90) = 1 - R (0)P2!S(9O-0)(1 - / e 2 j S (90 - 0)) • (7) V Acknowledgments 

These two terms account for the rays diffusely reflected direct
ly out of the cavity and those multiply reflected. 

e,(B, 90)= -£ -e 1 > s (0 , 9O) + ̂ ^ e 5 ( 0 , 90) (8) 

This was evaluated using a Fortran program and the results 
are plotted as a dashed line on Fig. 4 at wavelengths of 7 and 
13 fim. 

Azimuthal Angle <j> = 0 deg. The s andp polarizations have 
switched direction, with respect to the grooves, see Fig. 1(^4). 
This means that on the side wall the direction has been rotated 
through 90 deg so the s and p indices must be exchanged. 
Therefore, the reflectance of the side wall, surface 2, is 
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Heat Transfer Characteristics From 
a Flat Plate to a Gas-Solid Two-
Phase Flow Downstream of a Slit 
Injection 
The behavior of fine glass particles and their influence on fluid motion are in
vestigated in a flow over aflat plate downstream of a two-dimensional slit injection. 
Heat transfer characteristics are examined in terms of the mass loading ratio of the 
particles ranging up to 0.8 and particle size varying from 68.6 to 148 \im in mean 
diameter. The particles promote turbulence of the fluid in a weakly turbulent flow, 
but suppress turbulence in a strongly turbulent flow. The heat transfer 
characteristics along the wall are well correlated to the variation of turbulent flow 
field due to the effect of the particles. 

Introduction 
As an augmenting technique for heat transfer in industrial 

applications, the utilization of a liquid-air two-phase mist 
flow has been proposed that makes use of the latent heat 
transfer due to the evaporation of small liquid particles. Its 
advantages were clarified by an experimental study in a 
laminar boundary layer flow (Hishida et al., 1980), which in
dicated that the heat transfer rate became several times larger 
than the single-phase flow under equivalent conditions of the 
free-stream velocity and the wall temperature. Apart from this 
latent heat transport, the heat transfer enhancement in two-
phase flows is generally achieved by a combination of many 
other fluid dynamic effects due to the existence of particles or 
droplets in the fluid, all of which should be taken into account 
for the optimum operation of two-phase flow systems. For in
stance, the particles collide with the pipe walls in a heat ex
changer and disturb the viscous sublayer, increasing heat 
transfer coefficients as a result. On the other hand, the added 
particles also play an important role in increasing the total 
specific heat of the operational fluid. 

Among these many unique characteristics, the authors have 
been interested in the behavior of fine particles and their in
fluence on the fluid motion in connection with heat transfer, 
and have performed an experimental investigation of heat 
transfer characteristics in a gas-solid two-phase flow over a 
flat plate (Maeda et al., 1976). As a consequence, they have 
clarified that, even at a low particle concentration up to about 
0.4 percent by volume, loading of particles into a weakly tur
bulent flow caused an increase in the turbulence intensity of 
the free stream and consequently promoted heat transfer. 
Maeda et al. (1980) pointed out that the free-stream tur
bulence increased due to the particle loading during turbulent 
flow through pipes. 

To extend knowledge concerning the relation between free-
stream turbulence and heat transfer, Maeda et al. (1982) per
formed measurements on velocity and heat transfer in a two-
phase backward-facing step flow. The results indicated that 
the local heat transfer rates along the wall were remarkably re
duced behind the step in comparison to the single-phase flow, 
especially at the flow reattaching region, and the turbulence 
intensity in the free shear layer was reduced accordingly. The 
particle trajectory was observed by a flow visualization, which 
confirmed that the particles rarely came directly into the flow 
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recirculating region. Therefore, the effect of the particles in 
the vicinity of the wall was considered to be small in this case, 
and the particle existence in the shear flow primarily varied the 
free-stream turbulence and heat transfer from the wall. 

As outlined above, the particles either promote or suppress 
turbulence, which results in a change in the heat transfer rate. 
It is also found that the role of the added particles, whether 
they induce or reduce the turbulence, depends on the original 
state of the flow field without particles. In the present study, 
the dependency of the above-mentioned effect of the particles 
added to the original state of the free stream is examined fur
ther. In order to control the initial turbulence level in the flow 
field, a plane boundary layer flow with two-dimensional injec
tion is adopted and the turbulence and heat transfer are com
pared with the results about the backward-facing step flow. 
For instance, by varying the rate of injection, various types of 
flow are reproduced on the wall, such as a laminar boundary 
layer and turbulent recirculating flows. This kind of flow field 
is widely applied in the film cooling technique and its 
characteristics and effectiveness are summarized by Goldstein 
(1971). In comparison with the separted flow behind the 
backward-facing step, the effect of particles on the fluid mo
tion in the recirculating region will be investigated. The 
measurements of heat transfer coefficients in two-phase flows 
from an isothermal heated plate are made considering the in
jection flow rate, the mass loading ratio of the particles in the 
free stream, and the effect of particle size. Together with the 
heat transfer measurements, detailed velocity measurements 
of the fluid and the particles are undertaken using a modified 
laser-Doppler velocimeter for two-phase flows proposed by 
Hishida et al. (1984). 

Experimental Setup and Procedure 

The test section, shown in Fig. 1, is set in the gravitational 
direction so that the particles do not accumulate on the wall. 
An air suction type experimental duct was adopted in this 
study, in order to minimize free-stream turbulence and to keep 
the air temperature constant, and for the convenience of parti
cle loading. A two-dimensional injection slit 3 mm wide was 
cut across the plate at 70 mm from the leading edge of a flat 
plate. Its blowing direction was set normal to the free stream. 
An auxiliary plate in front of the leading edge and a louver at 
the exit of the test section provided a uniform velocity condi
tion at the leading edge. A uniform velocity distribution at the 
exit of the slit injection was also obtained by a nozzle and a 
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Fig. 1 Test section 

grid, which were set upstream of the outlet. Fine powder of 
aluminum oxide (approximately 1 /tm in diameter) was added 
to the flow at the inlet of the duct and to the injection flow as 
the tracer for the LDV measurements. 

An orthogonal coordinate system was adopted here as 
shown by the X and Y axes in the streamwise and transverse 
directions, respectively, originating from the edge of the injec
tor exit. A 300-mm-long, 98-mm-wide isothermal heating 
plate was located 5 mm downstream of the slit, where local 
heat transfer coefficients were obtained in the same manner as 
Maeda et al. (1982). The heating plate was made of a nickel-
plated bakelite as shown in Fig. 2. Its plated surface was di

vided into 20 sections in the flow direction, and each section 
was heated individually by controlling the supply power, so 
that the wall temperature was maintained constant 
everywhere. The plate was heated from behind by an auxiliary 
backup heater, in order to avoid heat loss by conduction to the 
back side wall. Hence, the heat transferred from the wall to 
the flow was estimated in terms of the power supplied to the 
heating plate. Local heat transfer coefficients were then ob
tained from the following relations: 

hx = qx/(Tw~T0) (1) 

qx=Wx/Sx (2) 

where hx is the local heat transfer coefficient and qx is the 

Nomenclature 

dp = mean particle diameter 
hx = local heat transfer 

coefficient 
htf = local heat transfer coeffi

cient of single phase 
M = mass loading ratio (mass of 

particles per unit mass flow 
rate) 

Nux = local Nusselt number 
based on the local heat 
transfer coefficient and the 

Re, 

Sr = 

T0 = 
T„ = 

Um = 

distance from the injection 
slit 
local heat flux 
local Reynolds number 
based on distance from the 
injection slit 
area of each section of 
heating plate 
free-stream temperature 
wall temperature 
free-stream velocity 

Uj = 
Wx = 

0 = 
PP = 
a = 

injection velocity 
electric power per section of 
heating plate 
injection ratio = 
density of particles" 
standard deviation of the 
particle diameter 

Uj/Us 

Subscripts 

/ = laminar flow 
t = turbulent flow 
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Fig. 4 Variation of the local heat transfer coefficients along the 
heating plate on single-phase flows for/3 = 0.5 and 1.0 

local heat flux. Sx is the area of each heating section and Wx is 
the electric power supplied to it. The wall temperature was 
monitored by copper/constantan thermocouples of 80 fim 
diameter, buried just under the wall surface. All the heating 
section temperatures were maintained within 0.2 K. The heat 
loss due to the radiation was estimated at about 3 percent of 
the total heat flux. The uncertainty of the heat transfer coeffi
cient that was estimated by the "Root Sum Square Method" 
(Abernethy, 1985) was ±5 percent with a 95 percent con
fidence interval for the heat flux, free-stream temperature, 
and other factors. 

The LDV system applied in these measurements is shown 
schematically in Fig. 3. The optics were a conventional dif
ferential mode type which consisted of a 15-mW He-Ne laser 
source, a beam splitter, a Bragg cell for measuring the reverse 
flow region, and a focusing lens of 250 mm focal length. The 
control volume was approximately 200x200x2000 /jm. At 
each measuring point, over 3000 signals were sampled to 
calculate the local mean value and its deviation. The sampling 
was repeated three times at every location, setting the 
transmitting optics at 0, +45, and - 45 deg with respect to the 

Free-stream velocity 
Injection velocity 
Injection ratio 
Wall temperature 
Air temperature 

Uga,(m/s) 
U/m/s) 

T„(°C) 
T0CC) 

5.0±0.1 
2.5-15.0±0.1 
0.5-3.0 
50±0.2 
20-23 

Table 2 Loaded particles 

Shape: sphere 
Density 
Mean diameter 
Standard deviation 
Mass loading ratio 

Material: Sodium glass 
p(kg/m3) 2590 

dJ/xm) 68.6 91.7 148 
U ) 12-4 12.6 18.0 

M=mp/ma 0-0.8±0.06 

X axis. The local mean velocity, fluctuating components in 
two directions, and the Reynolds shear stress were calculated 
from these three sets of measurements by means of a vector 
analysis (e.g., Hishida et al., 1985). The signal processing unit 
consisted of basically the same logic circuits used by Hishida et 
al. (1984), which could measure both the air and particle 
velocities in a two-phase flow, where the discrimination of 
particle sizes was made by a specially designed discriminating 
circuit (Hishida et al., 1984) based on the scattering intensity 
difference. The location of the particle path in the control 
volume has been determined by counting the number of Dop-
pler cycles in the burst signal. The weak scattering lights from 
large particles flying from the edge of the control volume 
could be eliminated in this way. This method has been applied 
also for measurements of a turbulent free jet (Fleckhaus et al., 
1987) and its performance has been confirmed. The sampling 
number for the particles was also 3000 for each point. It took 
about 20 min to finish the sampling for each set of profiles, 
which was long enough to yield time-independent results even 
at a location where a highly turbulent flow was found in the 
present measurements. The experimental conditions are sum
marized in Table 1, and possible fixed errors are also shown 
within the uncertainty bands. 

Spherical glass particles were added to the air at the inlet of 
the duct. The properties of the particles are shown in Table 2. 
The particle diameter was calculated from the optical 
measurement of over 1000 samples. The particle seeder was 
made of a plastic bucket that had uniformly distributed small 
holes on the bottom, and mounded above the inlet of the duct. 
The number of particles falling through the holes was con
trolled by gradually opening/closing all the apertures 
simultaneously. The resultant flow rate of the particles was 
measured by an isokinetic sampling probe at typically nine 
points traversed across the test section at the inlet plane. The 
uniformity of the particle concentration was within 10 percent 
of overall value at the inlet cross section. 

Results and Discussion 

Single Phase Flow. The flow field on the flat plate varies 
with the injection flow rate from the slit. It is meaningful to 
study the profiles of the local heat transfer coefficients along 
the wall, since they directly express the time-averaged features 
of the flow field adjacent to the wall. Figure 4 presents the 
measured distribution of the local heat transfer coefficients 
downstream of the injection slit, for injection ratios of /3 = 0.5 
and 1.0. The solid line and the broken line indicate the results 
from theoretical analysis for laminar and turbulent boundary 
layers on the flat plate without injection, respectively. Equa
tion (4) was obtained from von Karman (1939). 

Nu*, = 0.332 Re$-5Pr0-33 (3) 

Nuw = 0.0296 Re?-8 Pr/{1 + B Re" 0 1 ( P r - 1) j (4) 

S = 0.860[l + ln{(l + 5Pr) /6}(Pr- l ) ] 
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The distance from the slit to the position in question was taken 
as the length for nondimensional quantities, such as the local 
Nusselt number and Reynolds number, assuming that the 
boundary layer develops from the edge of the injection slit. 
The results show that, for an injection ratio of /3 = 0.5, the 
heat transfer coefficients decrease with an increasing distance 
from the injection slit up to about X= 100 mm along the solid 
line, which denotes the analytical solution for a laminar 
boundary layer. Farther downstream, the experimental results 
approach the turbulent boundary layer solution, implying that 
a transition from a laminar to a turbulent boundary layer oc
curred around X= 100 to 200 mm. The local Reynolds number 
corresponding to the transition is approximately Rex = 
3.3 x 104, which is one order of magnitude smaller than the 
critical Reynolds number for an ordinary boundary layer 
flow. On the other hand the measured heat transfer coeffi
cients for /?=1.0 exceed the analytical solution for turbulent 
boundary layers up to about X= 100 mm, and tend to ap
proach the analytical solution farther downstream. The heat 
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Fig. 7 Variation of the local heat transfer coefficients in two-phase 
flows at 0 = 0.5, dp = 91.7 and 148 |im 

transfer coefficients in this case become much higher than the 
values for a usual turbulent boundary layer because the flow 
slightly detached just behind the injection slit, as confirmed by 
the corresponding velocity field measurements (not 
presented). 

When the injection ratio exceeds a certain value, i.e., for the 
strong injection flow, the mainstream is curved outward and 
separates from the wall. Figure 5 shows the mean velocity vec
tor distribution for /3 = 3.0, which demonstrates a recirculating 
eddy downstream of the injection slit. The distribution of the 
heat transfer coefficients in the same flow field is shown in 
Fig. 6 together with the results for the injection ratios of 
(3= 1.8 and 2.0. The location of the maximum heat transfer 
coefficients for (3 = 3.0, that is around X= 100 mm, coincides 
with the reattachment region of the separated flow shown in 
Fig. 5. Thus, the maximum value of each profile is situated 
near the reattachment point of the separated flow, which is 
common for heat transfer in impinging and/or wall reat
taching flows (e.g., Aung 1983). It is recognized that a higher 
injection ratio makes the recirculating region larger and results 
in a shift of the reattachment of the mainstream in the 
downstream direction, and in addition, causes an increase of 
the maximum value of the heat transfer coefficient at 
reattachment. ' 

As described above, the variation of the flow field is 
roughly divided into two groups according to the injection 
ratio. Namely, one consists of boundary layer type flows and 
the other includes separation followed by a recirculating 
region on the wall. The latter condition is thought to be more 
turbulent, since it has much higher heat transfer coefficients. 
Therefore, by controlling the injection ratio, various initial 
conditions can be prepared in terms of the turbulence level, to 
allow study of the effect of particle loading. For each condi
tion, particle loading ratio and size were changed so that their 
effects could be considered. 

690/Vol. 110, AUGUST 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



£=0.5 dP=148//m M=0.3 Ug„=5.0m/s 
o Single Phase A TWO Phase(Air) a Particle 

X--30 X=60 X=100 X=140 X=180 mm 

(a) 
1.0 

(b) 

r 
X=30 

• A3 P 

A3 O 
A3 a 
AO D 

A OP 
C* D 

OA t 
t- O A P 

O A a 

X=60 
O P 

o • 
JO P 
AD P 

At a 
AOP 

CB 

O A D 
O A D 

X=100 
A. P 

a a 

CA a 
O A P 

O P 

0 1 

C O 

CA 

cm. 

x=uo 

. O A D 

O AD 
CAP 

O O 

ua 

8 1 

X=180mm 

O AO 

QAi 

A O 

* D 

A] 0 
A Q O 

A m 
B O 
AID 

0.1 0 0.1 0 0.1 

X=30 X=60 X=100 X=K0 X=l80mm 

(c; 

Q 1 

1 r 
t 

v. 

C * 1 

1 
£>-
D 

n 
-a-

i O r 

A 
P 

Q — i n 
i 
k 
"CA 

n 
o 

a 

1.0 0 1.0_0_ 0.5 0 0.5 0 0.5x10 
- uV/U,2. 

Fig. 8 Velocity profiles in single- and two-phase flows along the wall 
for 0 = 0.5: (a) local mean velocity, (b) turbulence intensity, and (c) pro
files of Reynolds stress 

Two Phase Flow 
Heat Transfer at Lower Injection Ratio. Figure 7 shows 

the distribution of the local heat transfer coefficients in the 
single- and two-phase flows along the heating plate for an in
jection ratio of 13 = 0.5. Results are illustrated for various par
ticle sizes and mass loading ratios. It is seen that the heat 
transfer coefficients are increased by the particle loading at 
locations of X less than 150 mm, where a quasi-laminar 
boundary layer flow develops. The influence of the particles 
does not seem to depend on the particle size. At the lower mass 
loading ratio, M=0.2, it is thought from the profile of local 
heat transfer coefficients that the laminar boundary layer 
undergoes an earlier transition due to disturbances by par
ticles. At the higher mass loading ratio, M=0.8, the ex
perimental results coincide well with the analytical result for a 
fully turbulent boundary layer, which indicates that a higher 
particle concentration promotes turbulence generation. 

The results of the velocity measurements for /3 = 0.5 are 
summarized in Figs. 8a, b, c at M=0.3, confirming the rela
tion between heat transfer enhancement and turbulence pro
motion mentioned above. That is, the mean velocity gradient 
at the wall is larger for the two-phase flow than for the single-
phase flow, as shown in Fig. 8(a). Particles mostly have larger 
velocities than the air due to gravity and accelerate the gas 
phase in the boundary layer. Meanwhile a fluid flow with low 
velocity impedes the particle motion, which results in a 
boundary-layer-like shape of particle velocity profiles. Both 
turbulence intensity and Reynolds stress increase in two-phase 
flow as shown in Figs. 8 (b, c), in accordance with the rapid in
crease of heat transfer coefficients found in Fig. 7. A 
remarkable increase of Reynolds stress at x= 30 and 60 mm is 
thought to be typical of the effect of particle in the flow 

X mm 
Fig. 9 Comparison of the normalized heat transfer coefficients in 
terms of the mass loading ratio and the mean particle diameter varia
tions for ji = 0.5 

developing region, which has been also found in the measure
ment of two-phase wall jet (Hishida et al., 1986). It should be 
noted that the measured turbulence intensity of the particles 
does not stand for the velocity fluctuation of a single particle, 
since it is calculated statistically using values for a number of 
particles that have different velocities. 

In the weakly turbulent flow, the larger velocity difference 
between the air and the particles induces a more intensive mix
ing of the air and hence a more active momentum exchange. 
Thus, larger particles are capable of producing a higher heat 
transfer enhancement. On the other hand, under the fixed 
mass loading ratio, the total number of the particles decreases 
as the diameter of the particle increases. Hence, the variation 
of particle size and mass loading ratio cannot be considered in
dependently from each other. Figure 9 is an illustration of 
results for different particle diameters, dp = 68.6 and 91.7 fim, 
in terms of the normalized heat transfer coefficients referred 
to that of single-phase flow. Although the diameter difference 
is smaller between two particles in this figure, the difference in 
the effect of heat transfer enhancement is larger than the 
former case, Fig. 7, for particles with dp = 9\.l and 148 jxm.. 
At a mass loading ratio of M=0.4, larger particles with 
dp = 91.7 iim provide a larger heat transfer rate than smaller 
particles with 6^ = 68.6 /xm, while the difference in heat 
transfer enhancement by particle size becomes smaller for a 
larger mass loading ratio. In addition, it is also indicated that 
the rate of heat transfer enhancement becomes smaller with an 
increasing mass loading ratio. Maeda et al. (1976) made it 
clear that turbulence intensity approaches a certain value with 
an increasing mas loading ratio. Taking account of these facts, 
it is supposed that there exists an equilbrium state of momen
tum exchange between the air and the particles, and hence the 
contribution of the particle loading to the turbulence genera
tion eventually diminishes regardless of the particle size. 

Heat Transfer at Higher Injection Ratio. A higher injec
tion ratio provides a highly turbulent flow. As stated already, 
the influence of the particle loading on a flow field of this kind 
is expected to be different from the case of a lower injection 
ratio. The distribution of the local heat transfer coefficients 
along the heating plate confirms this matter, as shown in 
Fig. 10. The injection ratio j3 is 2.0 and the particles of dp = 
91.7 jam are mixed with the fluid with mass loading ratios 
ranging up to M = 0.6. In contrast to the lower injection ratio 
case, the heat transfer rate decreases in the entire region with 
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layer, while the dp = 148 Jlm particles penetrate the injection
flow and fly straight into the recirculating region. The pictures
also show that the particles of these three groups collide with
the wall in the recirculating region. Therefore, a certain degree
of direct heat transfer from the wall to the particles is present

U9..=5.0m/s 13=2.0 M=O.2

(a) dp=68.6I1m (b) dp=91.7l!m (c) dp=1481lm

Fig. 11 Dlflerence of the particle trajectory for Injection ratio = 2.0:
(a) dp = 68.6 I'm, (b) dp =91.7 I'm, and (c) dp = 148 I'm

an increasing particle concentration. A similar tendency was
observed in the previous study for the backward-facing step
flow (Maeda et aI., 1982), and the decrease of the heat transfer
rate was well correlated with the reduction of the turbulence
intensity in the flow field due to the presence of particles. It is
therefore pointed out that the particles will also damp the
highly turbulent motion for the separated flow in the present
case. The corresponding velocity results of the velocity
measurements will be shown later. In accordance with the en
tire reduction of turbulence, the location of the maximum heat
transfer coefficient shifts slightly upstream. This may be caus
ed by the increase in the momentum of the mainstream against
the injection flow, which is due to acceleration of the gas
phase by the particles, which have larger velocity by gravity.

Figure 11 demonstrates the trajectory of particles for
{3 =2.0, comparing the results of three different particle sizes.
The mass loading ratio was fixed at M = 0.2 for each particle
size. As observed in the photographs, the trajectories of the
dp = 68.6 Jlm particles are mostly curved near the injected flow
and indicate an extremely high concentration along the shear
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Fig. 14 Velocity profiles in single- and two-phase flows along the wall 
for /3 = 3.0: (a) local mean velocity, (b) turbulence intensity, and (c) pro
files of Reynolds stress 

in that region. The effect of the particle size difference is in
dicated in Fig. 12 in terms of the heat transfer coefficient for 
/3 = 2.0 and M= 0.6. In general, the smallest particles yield the 
least heat transfer reduction, although the number of the par
ticles is more than 10 times that of the largest particles for the 
same mass loading ratio. 

The distribution of the heat transfer coefficients for /3 = 3.0 
is shown in Fig. 13, which indicates that the particles of 
dp = 148 fim reduce the heat transfer coefficient as a whole and 
that the location of the maximum point shifts upstream, which 
is similar to the case of /3 = 2.0. The extent of the reduction is 
relatively large in the region from X= 105 mm to 200 mm. 
Figures 14(a, b, c) present the results of velocity measure
ments under similar conditions, (3 = 3.0, 6^ = 148 /un, and 
Af=0.3, which show the profiles of the local mean velocity, 
turbulence intensity and Reynolds stress, respectively. As 
observed in Fig. 11(c), the mean velocity profiles, Fig. 14(a), 
indicate that the particles, having a large inertia, move 
downward against the air in the recirculating region around 
X= 30 to 60 mm. As a consequence, the reverse flow is imped
ed by particles and the size of the recirculating region is re
duced, which has been observed also in the heat transfer 
results. Figure 14(6) indicates that the existence of the par
ticles reduces the turbulence intensity. This is likely to reduce 
turbulent diffusion during scalar transport in the flow field. 
Figure 14(c) shows that Reynolds stress is decreased at 
X= 105 and 150 mm, where the boundary layer redevelops 
after the separated flow reattaches to the wall. The reduction 
of heat transfer in the corresponding region, which is in
dicated in Fig. 13, is qualitatively confirmed by this result. 

In general, heat transfer phenomena in turbulent flows are 
under the subject of turbulent motion of the fluid, whose ac

tivity is determined by both length and velocity scale of the 
energy-containing eddy in the field. In gas-solid two-phase 
flows, the turbulent structure is changed by the existence of 
the particles. For instance, the fact that the effect of the parti
cle loading becomes weaker with increasing mass loading ratio 
implies that the state of turbulent field reaches the equilibrium 
state as particles yield the uniform size of eddies. In a strong 
shear flow, provided by a high injection in the present study, 
both the fluctuating velocity and length scale are much larger 
than those of a weakly turbulent flow, the flow field of a low 
injection rate, and they strongly vary in the flow field. Hence, 
the effect of added particles is a combination of many factors. 
From the present experiment, however, it is implied that the 
particles tend to smooth the flow characteristics and the effect 
appearing alternatively, i.e., either enhance or reduce the tur
bulent intensity depending on the initial state, confirms this 
matter. 

Concluding Remarks 

The characteristics of the gas-solid two-phase flow were in
vestigated for two types of flow fields, one a transitional 
boundary layer flow and the other a turbulent separated flow. 
The variation of the flow field was achieved by changing the 
velocity of the injection flow from 2.5 to 15 m/s while the 
mainstream velocity was fixed at 5.0 m/s. The particles were 
spherical glass beads of three groups, which had mean 
diameters of 68.6, 91.7, and 148 /xm. The mass loading ratio 
of the particles to the air flow ranged up to 0.8. The following 
conclusions are obtained from the present study: 

The transition of the boundary layer came earlier than in 
single-phase flow, as a consequence of particle loading, caus
ing an increase in turbulence intensity and Reynolds stress and 
a related increase in heat transfer coefficients. 

A heat transfer reduction occurred in the highly turbulent 
flow due to the addition of particles, corresponding to the sup
pression of turbulent motion of the gas phase by the particles. 
The heat transfer coefficients in the recirculating region were 
reduced with an increasing particle loading ratio. The general 
trend was similar to that of the backward-facing step flow. 

In addition to these observations, it was confirmed that the 
effect of the particle loading on the fluid motion became ap
parent even at quite a low volume concentration. It was also 
clear that particles promote the turbulence in weakly turbulent 
flow and suppress turbulence in strongly turbulent flow, 
yielding either heat transfer enhancement or reduction. The 
enhancement and/or reduction rate became lower with the in
creasing mass loading ratio. These findings were considered as 
the consequence of the effect that the particles smooth the 
original characteristics of the flow field as the concentration 
increases. 
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Electrically Induced Shape 
Oscillation of Drops as a Means of 
Direct-Contact Heat Transfer 
Enhancement: Part 1—Drop 
Dynamics 
The shape oscillation of liquid drops passing through an immiscible liquid medium 
subject to a low-frequency (1-16 Hz) alternating electric field having a sinusoidal 
waveform has been studied experimentally with the intention of investigating the 
enhancement of the direct-contact heat exchange between the two liquids. We have 
found that the field can induce, depending on its frequency, not only the resonant 
oscillation of the second mode of the drops, but also another peculiar oscillation 
that is related to the resonant oscillation of the third mode superposed on the 
second-mode oscillation. 

Introduction 
Heat transfer to or from liquid drops passing through an 

immiscible liquid can be enhanced effectively by applying an 
electric field whose strength changes periodically, so that the 
drop shapes oscillate following changes in the field strength 
(Mori et al., 1977; Kaji et al., 1978, 1980, 1985). In the latest 
work (Kaji et al., 1985) we succeeded in making water drops, 
which were rising in a medium of denser methylphenyl silicone 
oil confined by vertically oriented parallel-plate electrodes 
(Fig. 1), undergo a resonant oscillation of the second mode 
causing an intensive heat transfer enhancement. The 
waveform of the fields we used in the work was the one 
illustrated in Fig. 2: The magnitude of the field strength \E\ 
changed sinusoidally with time between two limiting values, 
US' I = 0 and \E\ =E0>0, and the direction of the field was 
alternated in order to prevent the drops from possibly 
migrating toward either electrode plate. The drops oscillated, 
responding to the change in LEI, at a frequency/', which was 
twice as high as the frequency / of the field. A resonant 
oscillation was observed as / was controlled to fr2, half the 
resonance frequency//2 of the second-mode oscillation of the 
drops. 

The present work was motivated, however, by a suspicion 
that the abovementioned waveform—which we call hereafter 
"modified sinusoidal waveform"—is not the most favorable 
for causing a shape oscillation in drops. Since the electric 
stress at the drop surface is in proportion to the square of the 
field strength, E2, the most favorable waveform may be one 
such that E2 instead of \E\ varies with time as illustrated in 
Fig. 3(a) or expressed as 

©•--H-^'-rH 
= j(l-cos2wf't) 

= sin2irf't (1) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 
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Transfer, Sprays/Droplets. 

Accordingly [E\/E0 has the waveform illustrated in Fig. 
3(6). If the direction of the field is to be alternated because of 
the same reason as stated before, E/E0 should be 

E/E0 = sin -wf t = sin 2*ft (2) 

which is illustrated in Fig. 3(c). Thus, we find that the 
waveform of the field possibly ideal for inducing a shape 
oscillation of frequency/' is no more than a simple sine wave 
with a frequency just half of/'. 

t Ut 

Dn 
1 

\>.—-v 
Dp 

-Silicone oil 

-Water drop 

-Electrode plates 

Fig. 1 Schematic of a water drop undergoing shape oscillation while 
rising in denser silicone oil across which a periodically changing elec
tric field is applied 

E0 ft 

Fig. 2 Modified sinusoidal waveform of electric fields used in the 
preceding study (Kaji et al., 1985) 
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Fig. 3 Waveforms of (E/E0)
2 (a) and \E\/EQ (b), which are considered 

the most favorable for giving drops a shape oscillation of frequency f', 
and the waveform of an alternating field (c), which is consistent with the 
former two 

Based on the above consideration we have repeated some of 
our former experiments (Kaji et al., 1985) using electric fields 
with a simple sinusoidal waveform. The obtained results are 
presented and discussed in two papers, Part 1 and Part 2 of 
this series. The aspect of drop dynamics is dealt with in this 
paper, Part 1; and that of heat transfer augmentation is dealt 
with in Part 2 (Kaji et al., 1988). 

Experimental 

The scheme of the experiments was the same as that 
employed in our preceding single-drop studies on the elec-
trohydrodynamic heat transfer augmentation (Kaji et al., 
1978, 1980, 1982, 1985; Kaji and Mori, 1986), and is described 
here only briefly. Isolated distilled-water drops of a specified 
volume were released, under no electric field, to rise in a stag
nant, hotter medium of methylphenyl silicone oil (KF 54 fluid 
prepared by Shin-Etsu Chemical Co., Tokyo) contained in a 
space between a pair of vertical brass-plate electrodes set 
parallel to each other. The distance between the electrodes / 
was 38 mm. As each drop arrived at a certain elevation, an 
electric field was applied across the electrodes, possibly caus
ing shape oscillation of the drop (Fig. 1). The undisturbed 
temperature of the medium was maintained at 50.0±0.4 °C. 
(Some physical properties of the water/KF 54 system at 50 °C 
are listed in the paper by Kaji and Mori, 1986.) The drops in 
the course of free rise in the presence or absence of electric 
fields were photographed with a Locam Model 51 16-mm 
cinecamera at 30 — 320 fps, and their images on the films were 
analyzed later on an NAC Model 16-S analysis projector. The 
drop temperatures were measured at several different eleva
tions in the medium under each condition of the applied elec
tric field. The method of the measurements and the 

temperature-data processing will be explained briefly in Part 
2. 

The power supply specially designed by Tochitani (1985) for 
our previous work (Kaji et al., 1985) was used again after a lit
tle modification had been made on it so that it could supply 
electrode voltages, which changed sinusoidally with time, 
while maintaining a phase lag of IT rad between them. Since 
these voltages were equal to each other in magnitude and op
posite in sign at each instant, we can assume that the voltage at 
the midplane between the electrodes from which rising drops 
deviated little was maintained nearly at the ground level. Con
cerning the evaluation of field strengths based on the voltage 
data, see the Appendix. 

Results 

Shape Oscillation—Description of Experimental 
Results. In the absence of an electric field, water drops rising 
in the medium of silicone oil took on an almost spherical 
shape. To be more exact, the distortion ratio, defined as 
5= (Dp-£>„)/(Dp +D„), was -0.014±0.014 irrespective of 
D0, the equivalent spherical diameter, which ranged from 4.4 
to 6.0 mm, where Dp and D„ denote the drop axes as indicated 
in Fig. 1. No shape oscillation was recognized. 

The shape oscillations of drops observed under fields with 
the sinusoidal waveform as shown in Fig. 3 (c) were generally 
the same in appearance as those observed in the previous 
studies (Kaji et al., 1978, 1980, 1985) under electric fields with 
a pulsed quasi-square waveform or the modified sinusoidal 
waveform shown in Fig. 2. The instantaneous shape of each 
drop was approximated by a prolate spheroid whose axis of 
rotation was parallel to the field. Every drop rose rectilinearly 
in the medium, whether it was subjected to an electric field or 
not. 

As for drops subjected to an electric field, we measured, by 
frame-by-frame analysis of the cinefilms, Dp and D„, both 
varying with time with a frequency/'( = 2/), and then deter
mined the maximum and the minimum of Dp/D„ or of 5 in 
each period / ' ~'. The uncertainties of the determined values 
of (Z>p/D„)max and (Dp/Dn)min are estimated, based on the 
root sum square method (Abernethy et al., 1985), to be within 
±0.01, and those for 5max and 5min within ±0.005. Figure 4 
shows the dependencies of {Dp/Dn)mm and (Dp/D„)min on 
the field frequency/. This figure corresponds to Fig. 4 in our 
latest paper (Kaji et al., 1985), which shows the results ob
tained in the presence of electric fields having the modified 
sinusoidal waveform (Fig. 2), and also to Fig. 4(a) in the 
earlier paper (Kaji et al., 1980) in which we dealt with the ef
fects of intermittent fields having a pulsed quasi-square 
waveform. In comparing the present and the previous results, 

Nomenclature 

Dn,Dp 

E 

E„, 

p 

A 

» ^ o 

•Efto 

En0 

areas of drop image 
illustrated in Fig. 5 
half area of such an 
ellipse as illustrated in 
Fig. 5 
axes of drop normal 
and parallel to electric 
field 
equivalent spherical 
diameter of drop 
strength of electric field 
and its amplitude 
E in the bulk region 
between the electrodes 
and its amplitude 
E evaluated as A V/l and 
its amplitude 

/ 

u 
frl 

) * 

frl' fh 

I 
K 

= frequency of electric 
field 

= critical field frequency 
shown in Fig. 4 

= field frequency yielding 
the second-mode 
resonant oscillation of 
drop 

= field frequency shown 
in Fig. 4 

= frequencies of the 
second and third-mode 
resonant oscillations of 
drop 

= electrode spacing 
= mobility of charge 

carrier 

u, 

tT 

um 

vn AV 

8 

r 
Subscripts 
max, mm 

= time required for charge 
carrier to transit half of 
the electrode spacing 

= translational velocity of 
drop and its value in the 
absence of electric field 

= amplitude of A V 
= voltage difference 

between the electrodes 
= (Dp-D„)/(Dp+D„) 
= Eb/E„ 

= maximum and minimum 
in each period of drop 
oscillation 
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f , Hz 

Fig. 4 Dependencies of (Dp/Dn)max and {DpIDn)mm on the field 
frequency 

given in those figures, with each other, one should double the 
magnitudes of the field-strength amplitude indicated in the 
previous results because of the difference in evaluation of field 
strengths, which is described in the Appendix. 

The results given in Fig. 4 show some conspicuous features 
partially in common with the previous results obtained with 
the different waveforms. First, the existence of the critical fre
quency, / „ , where (Dp/D„)max and hence the amplitude of 
oscillation starts to decrease with an increasing / , is common 
to all the results obtained with the three different waveforms. 
In the case of the sinusoidal and the modified sinusoidal 
waveforms, the frequency / „ may be regarded as the max
imum frequency permitting the shape of each drop to vary, 
well following the change of the field strength, or in other 
words, holding an instantaneous balance between the electric 
stress and the capillary force on the drop. In case of the pulsed 
quasi-square waveform, /„. can be interpreted in some dif
ferent way (see Kaji et al., 1980). The second feature, which is 
common only to the results obtained with the sinusoidal and 
the modified sinusoidal waveforms, is that (Dp/D„)max 
reaches a peak at the frequency fr2 because of the resonant 
oscillation of the second mode of drops (Kaji et al., 1985). The 
third feature, which distinguishes the present results obtained 
with the sinusoidal waveform from the previous results ob
tained with either of the other waveforms, is that as/exceeds 
fcn (Dp/D„)min starts to rise, exceeding unity, and continues 
to increase with an increasing /until it reaches a peak, in syn
chronism with the second peak of (Dp/D„)max, at a frequency 
that we denote by fr}. For the present time we cannot give a 
satisfactory interpretation of the drop dynamics at the fre
quency fr3. Nevertheless, it seems reasonable to assume that 
fr3 is just a half of/.'3, the resonance frequency of the third 
mode of drops, and the oscillation observed at/r3 involves the 
resonant oscillation of the third mode being superposed on the 
second-mode oscillation, which is much more prominent. This 
idea is supported in part by an agreement, within a deviation 
of 10 percent, between experimentally determined fr3 and the 
prediction of /r3/2 based on the theory (see, for example, 
Trinh et al., 1982) for driven oscillating drops. (The 
abovementioned deviation can be ascribed to the assumption, 
employed in the theory, of a small-amplitude oscillation of 
spherical drops and more probably to uncertainties of the 
properties—densities, viscosities, and interfacial tension—of 
the water/KF 54 system.) The idea is also supported by the 

Dp/2 Dp/2 

Fig. 5 Schematic illustrating the contour of a drop (solid line) and an 
ideal ellipse (dashed line) sharing the major axis Dp and the bisector of 
the major axis Db 

findings concerning drop configurations, which are described 
below in some detail. 

The oscillation of the third mode of a drop is characterized 
by its instantaneous configurations, which are asymmetric 
about the plane that bisects the drop axis Dp at right angles to 
it (see, for example, Sample et al., 1970). In order to detect 
such a feature in drop configurations, which may be quite in
conspicuous, we made a detailed analysis of configurations, 
taken on cinefilms, of drops undergoing oscillations at the fre
quency fri and some other frequencies. For each frame of the 
cinefilms, we traced, at a high magnification, the contour of 
the image of a drop as illustrated in Fig. 5 with a solid line, 
and measured, with the aid of a TCOM video image analyzing 
system (Model COM-9210 #002), the area AR of the image on 
the right of the bisector of Dp, and AL, the area on the left of 
the bisector. At the same time we calculated a half-area A0 of 
an ideal ellipse, illustrated in Fig. 5 with a dashed line, whose 
major and minor axes coincide with Dp and Db, the length of 
the bisector of Dp, of the drop, respectively. (The ellipse 
represents the projection, on a vertical plane set parallel to the 
electric field, of a prolate spheroid whose volume coincides 
with that of the drop within ±2 percent.) Exemplified in Fig. 
6 are the variations with the time of (Dp/Dn), 
(AR/A0-0.986), and (AL/A0-0.986) for a particular drop 
when f=fr3. Each point for the latter two indices has an 
uncertainty of ±0.002 at the most, which was inevitable in the 
abovementioned drop-image analysis process. The numeral 
0.986 is an empirically determined time-averaged value of 
either AR/A0 or AL/A0. [The average value of either AR/A0 
or AL/A0 being less than unity probably results from a finite 
deviation of the drop shape from a prolate spheroid (Sample 
et al., 1970).] It can be recognized that both (AR/A0 -0.986) 
and {AL/A0 -0.986) oscillate at the frequency 2/rt with phase 
angles shifted by approximately ir/2 rad in opposite directions 
to each other from that of Dp/Dn. This finding is consistent 
with the expected appearance of the third-mode oscillation. 
Figure 7 shows the variation of [(AL/A0)mm -(AL/A0)mia]/2, 
the amplitude of AL/A0, with the field frequency / . The 
amplitude is largest at f=fr}, and hence we believe that the 
third-mode resonant oscillation arises at this frequency. Fur
ther, we presume that it is the very third-mode resonant 
oscillation that causes such maximization a t /= / c r of the drop 
distortion, measured with the index of Dp/D„, as shown in 
Fig. 4, though we have no satisfactory explanation on the 
possible mechanism that the third-mode oscillation affects the 

level of Dp/D„. 

Shape Oscillation—Comparison With Theory. Torza et al. 
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Fig. 6 Simultaneous variations with time of Dp/D„, (AR/A0 -0.986), 
and (AL/A0 - 0.986) for the same drop (D0 = 5.8 mm) undergoing oscilla
tion at the field frequency fr3(-9.7 Hz) 
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Fig. 7 Dependency of the amplitude of AL/A0 on the field frequency 

(1971) developed an electrohydrodynamic theory on the defor
mation of an isolated liquid drop suspended in a neutrally 
buoyant condition in an immiscible fluid subject to a uniform 
electric field whose strength varies sinusoidally with time, as il
lustrated in Fig. 3(c). The theory assumed a small deforma
tion of the drop from a spherical shape and negligible inertial 
effects. Here we attempt to compare our experimental results 
with the predictions by the above theory. 

Figure 8 shows the experimental results and the theoretical 
predictions both in the form of frequency dependencies of the 
maximum and the minimum of the drop distortion ratio 6 dur
ing each period of oscillation. The experimental values of 5max 
and 5min are normalized by the constant value of <5max in the 
range off<fcr, while the theoretical values are normalized by 
the asymptotic value of 5max a t /~0 , which means the steady 
distortion ratio available under a steady field whose strength is 
maintained at E0. The experimental results agree with the 
theoretical prediction only in that 5max and 8min tend to ap
proach, with an increasing/, half of the level of <5max at/—0. 
The rate of the fractional decay of the difference between 8max 
and 5min with increasing / is much higher in the experimental 
results. The theory fails to predict the peculiar variations of 
5max and 8min with/near fr2 and/r3, because it neglects the in
ertial effects. The theory also fails to predict that 8max and omin 
take constant values in the range of f^fcr probably for the 
same reason. Another discrepancy between the experimental 

bmax 6min E0,MV/m 

o A 0.272 

e * 0.204 

f , Hz 

Fig. 8 Dependencies of 5max and 5m jn on the field frequency: com
parison of the experimental results with the theory of Torza et al. (1971) 
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Fig. 9 Relative change in rise velocity of drops with their mean distor
tion ratio 

and the theoretical results, which is masked in the comparison 
shown in Fig. 8, is in the magnitudes of 8max and 8min. For ex
ample, at each level of £"0 the experimental value of <5max in the 
range of f<fcr is approximately 2.1 times as large as the 
asymptotic value of <5max at/—0 predicted by the theory. This 
discrepancy is essentially the same as the one that Torza et al. 
themselves found in their experiments using steady and 60 Hz 
electric fields, and no satisfactory explanation has been 
presented so far in spite of some efforts having been made 
(Ajayi, 1978). 

Translations! Motion. The translational motion of drops 
experiences some effect of the applied electric field. Figure 9 
summarizes the data of the rise velocity a t / = / „ , fr2, and/r3 
obtained in the present experiments, and also those obtained 
in the previous experiments in which were applied electric 
fields having the modified sinusoidal waveform shown in Fig. 
2 (Kaji et al., 1985) and the pulsed quasi-square waveform 
(Kaji et al., 1980). The data are shown in the form of reduced 
velocity versus the arithmetic mean of the maximum and the 
minimum drop distortion ratios. Each point in Fig. 9 involves 
an uncertainty in U,/Ul0 within ± 0.01. It is noted that the rise 
velocity of drops subjected to the periodically changing fields 
decreases, with an increase in the average distortion ratio, at a 
constant rate that is practically dependent neither on the 
waveform nor on the frequency of the fields. This fact sug
gests that the reduction of rise velocity U, from Ul0 is primari
ly ascribed to the time-averaged deformation of drops rather 
than some dynamic effect of their shape oscillation, although 
more detailed examinations are needed to settle this matter. In 
any case, the reduction of rise velocity is no more than a few 
percent in the range of the experiments, and thus its effect on 
heat transfer will possibly be limited. 
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Conclusions 
The motions of drops subject to oscillatory forcing electric 

fields have been examined with the intention of investigating 
the heat transfer enhancement caused by the fields. Particular 
attention has been paid to showing the nature of the shape 
oscillation of drops forced by alternating fields having a 
sinusoidal waveform. With this waveform we have found 
three particular field frequencies—fcr, fr2, and/r3, indicated in 
Fig. 4—which are of interest in considering the heat transfer 
enhancement. The findings of the former two are not essen
tially new, since their existences were found before in the 
presence of electric fields having different waveforms (Kaji et 
al., 1978, 1985). The existence of fr3, at which the resonant 
oscillation of the third mode is presumably superposed on the 
second-mode oscillation, is a new finding with the fields hav
ing the sinusoidal waveform. 

Concerning the second-mode resonant oscillation a t /= / r 2 , 
no significant difference has been found between the 
sinusoidal and the modified sinusoidal waveforms. The 
amplitude of the oscillation is increased only a little by replac
ing the latter waveform with the former. 
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A P P E N D I X 

Evaluation of Field Strengths 

The voltage difference between the electrodes A V changes 
according to 

AF=F0sin27r# ^ (Al) 

If we define the nominal field strength En and its amplitude 
E„0 as 

E„=AV/l, EM=V0/l (A2) 

E„/E„0 changes with time following the desirable mode of 
change in E/E0 given by equation (2). However, E„ is not 
always equal to the local strength of the field on the path of 
drops unless the medium between the electrodes is free from 
space charge. In fact, our previous measurements of the 
potential profiles in the electrode spacing while steady voltages 
were applied to the electrodes showed a bulk region where the 
profiles were almost linear and two space-charge regions, one 
near each electrode, where the potential gradients were steeper 
(Kaji et al., 1978, 1982). (The measurements were performed 
by traversing a Langmuir electrostatic probe in the water-
saturated but droplet-free silicone oil in place.) The ratio f of 
the field strength in the bulk region Eb to the nominal field 
strength En was very close to 0.5, irrespective of the levels of 
the steady voltages at the electrodes. When the voltages at the 
electrodes varied periodically with time providing alternating 
fields (Kaji et al, 1978, 1980, 1985), we had no means to reveal 
instantaneous potential profiles, and hence we assumed that 
the amplitude of the field strength in the bulk region Eb0 could 
be evaluated as 

Ew = rVo/l (A3) 
by assigning to f the same value as the one obtained in case of 
the steady voltages having been applied. At present, however, 
we have a rather negative view on the above assumption 
because of the reason explained below. 

The carrier mobility K in the silicone oil, whose viscosity is 
as high as 147 mPa«s (Kaji and Mori, 1986), is assumed to be 
as low as 1 x 10 "10 m2/V - s based on the data by Yasufuku et 
al. (1979). Hence, the time tT required for each charge carrier 
to transit a half of the electrode spacing, which is given by 
(1/2)/KEn, is evaluated to be well over 102s, even if we 
substitute into E„ the highest value of E„0 used in the present 
experiments, 0.277 MV/m. Evidently, the order of tT is much 
larger than that of a half-period of the field, 1/2/. This fact 
means that the carriers in the electrode spacing hardly migrate 
along the field in each half period, and hence the potential 
profile at any instant is rather linear throughout the electrode 
spacing. Based on the above consideration, we assume that the 
instantaneous field strength Eb and its amplitude Em in the 
bulk region are essentially the same as E„ and E„0, respective
ly, and denote them simply by E and E0 in this paper. 
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Electrically Induced Shape 
Oscillation of Drops as a Means of 
Direct-Contact Heat Transfer 
Enhancement: Part 2—Heat 
Transfer 
The heat transfer enhancement caused by the application of a low-frequency (1 ~ 16 
Hz) alternating field having the sinusoidal waveform has been studied experimental
ly with water drops in a medium of silicone oil. The heat transfer coefficient has 
been found to peak at three particular frequencies. The data newly obtained with the 
sinusoidal waveform are compared with earlier results obtained with electric fields 
having other waveforms. The waveform and the frequency that yield the largest 
enhancement of heat transfer are sought. 

Introduction 

This paper reports on some experimental examinations of 
the effects of electrically forced shape oscillation of drops on 
the heat transfer to the drops while they are passing through 
the medium of another immiscible liquid. The basic idea of us
ing the electrically forced oscillation of drops as a means of 
heat transfer enhancement was originated by Mori et al. 
(1977), and was first tested by applying an intermittent electric 
field having a pulsed quasi-square waveform (Fig. la) to water 
drops rising in creeping motion in a denser methylphenyl 
silicone oil (Kaji et al., 1978, 1980). A particular field frequen
cy at which the quasi-steady heat transfer coefficient reaches a 
maximum, while the field amplitude is held constant, was 
found, and it was identified as the critical frequency fcr 

bordering the lower frequency range in which the amplitude of 
drop oscillation is maintained constant and the higher fre
quency range in which the amplitude decreases with an in
creasing frequency. Typically fcr = 3 — 4 Hz for drops of 3 — 6 
mm diameter. Later Mori et al. (1985) examined the same mat
ter in two different drop/medium systems, other than the 
water/methylphenyl silicone oil system, each consisting of two 
immiscible oils. They found that/c r in those oil/oil systems are 
significantly lower than those in the water/oil systems because 
the oil/oil interfacial tensions are very low, and hence the heat 
transfer enhancements in those oil/oil systems are much less 
extensive. Thus, we can assume that the electrically forced 
drop oscillation as a means of heat transfer enhancement can 
be applied most effectively to systems that consist of some 
aqueous drops and an oil medium and accordingly have an in
terfacial tension of the order of 10 mN/m or higher. 

In the latest work (Kaji et al., 1985) we applied to the 
water/methylphenyl silicone oil system electric fields having a 
specially designed waveform: The magnitude of the field 
strength lis I changes sinusoidally with time between two 
limiting values, LEI = 0 and \EI = i? 0 >0, at the very frequen
c y / ' to which the drop oscillation is to respond, and the field 
direction is alternated at the frequency / = / ' /2 so that the 
variation of the field strength is expressed as 

E = (-l)[2/"-f [sin(4^--|-) + l] 
= (-l)'2^sin227r/i? (1) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 
17, 1987. Keywords: Augmentation and Enhancement, Direct-Contact Heat 
Transfer, Sprays/Droplets. 

where the brackets in the exponent of ( - 1 ) denote Gauss' 
notation; i.e., \2ft] means the maximum integer that does not 
exceed 2ft. The waveform is illustrated in Fig. 1(b). With this 
"modified sinusoidal waveform" we successfully made water 
drops undergo a resonant oscillation of the second mode by 
controlling the field frequency/to fr2, a half of the resonance 
frequency f'r2 of the drops. The coefficient a of the quasi-
steady heat transfer to each drop was found to have two max
ima dXf=fcr a n d / = / . 2 when we vary/ , keeping E0 at a con
stant level. 

In the preceding paper, Part 1 of this series (Kaji et al., 
1988), we showed the drop dynamics in the presence of electric 
fields having another waveform illustrated in Fig. 1(c): E 
changes sinusoidally with time as 

E/E0 = sin 2irft (2) 

This simple sinusoidal waveform resulted in the amplitude of 
drop oscillation having two peaks at two different frequencies: 
fr2, the same frequency as the one found in case of the 
modified sinusoidal waveform, and/ r 3 , which is presumably 
half of the resonance frequency of the third-mode oscillation. 
In this paper we first show experimental results on heat 
transfer, which were obtained simultaneously with those on 
drop dynamics shown in the preceding paper. Then, the results 
are compared with those obtained in the previous works (Kaji 

( a ) | r 0 

-1 

1 

. 
0 

, 
' 1 ( ; 

k 
ft 

(c) -f- 0 
to 

Fig. 1 Three waveforms tested in the previous and the present studies: 
(a) pulsed quasi-square, (6) modified sinusoidal, and (c) sinusoidal 
waveforms 
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Fig. 2 Schematic illustration of drop-collecting funnel inserted in the 
space between the electrodes for measuring drop temperature 

et al., 1980, 1985) in the presence of electric fields with the 
other waveforms, and the selection of the waveform and the 
frequency for obtaining the largest heat transfer enhancement 
is considered. 

Experimental 

The scheme of the present experiments is described in Part 1 
except for the drop-temperature measurement and the 
temperature-data processing. The procedure of measuring 
temperature of each drop and deducing the quasi-steady heat 
transfer coefficient is common throughout our single-drop 
studies of electrohydrodynamic heat transfer augmentation 
and is described fully in the earliest paper (Kaji et al., 1978). In 
the following we describe the procedure only briefly. 

A vacuum-jacketed glass funnel with a long capillary stem is 

inserted, as illustrated in Fig. 2, into the medium of uniformly 
heated methylphenyl silicone oil (KF 54 fluid prepared by 
Shin-Etsu Chemical Co., Tokyo) along the possible trajectory 
of oncoming cooler water drops. Each drop is swallowed into 
the funnel, passing slowly over the junction of a thermocouple 
located at the entrance of the capillary stem of the funnel. The 
lowest temperature that the thermocouple shows while the 
drop passes over its junction is regarded as the reference drop 
temperature Td. By traversing the funnel vertically we get the 
dependency of Td on the elevation H, from which we can 
deduce the quasi-steady overall heat transfer coefficient a 
related to the equivalent spherical surface area of each drop 
and to the difference between the undisturbed medium 
temperature, Tc, and Td. Some uncertainties in the 
measurements of Td and Tc and also in the determination of 
dTd/dH provide each deduced value of a with an uncertainty 
that is estimated, based on the root sum square method 
(Abernethy et al., 1985), to be ±3.5 percent or less. 

Hydrodynamic and electrical properties of the water/KF 54 
system are given in the paper by Kaji and Mori (1986). For 
thermal properties and the heat transfer data obtained in the 
absence of electric field, consult the paper by Kaji et al. 
(1980). It may be worthwile to note here that the major 
resistance to heat flow in the water/KF 54 system is considered 
to be in the medium side at least in the absence of electric field 
(Kaji et al., 1980). 

Results and Discussion 
The heat transfer data obtained in the present experiments 

are shown in Fig. 3 in the form of the relative increase in the 
heat transfer coefficient a depending on the field frequency. 
This figure is the counterpart of Fig. 4 in Part 1 (Kaji et al., 
1988) in which the dependency of the oscillatory deformation 
of drops on the field frequency is shown. At the same time, 
Fig. 3 is to be compared with some figures given in our earlier 
papers (e.g., Fig. 4(b) in Kaji et al., 1980; Figs. 6(a) and 6(b) in 
Kaji et al., 1985) where shown in the same form are frequency 
dependencies of a obtained with the pulsed quasi-square and 
the modified sinusoidal waveforms, respectively. 

Figure 3 clearly shows that a peaks at three different fre
quencies: fcr,fr2, and / r t . This fact should be related to the fre-

Nomenclature 

D„,Dn 

Dn 

E; Ep E0 = 

J< Jcr' Jrli Jri ~ 

f = 

H = 

Nu; Nu0, Nu5 = 

axes of drop nor
mal and parallel to 
electric field 
equivalent spherical 
diameter of drop 
strength of electric 
field; its amplitudes 
shown in Fig. 1 
frequency of elec
tric field; particular 
frequencies at 
which a peaks, as 
shown in Fig. 3 
frequency of drop 
oscillation 
elevation in the 
medium 
Nusselt number 
defined as aD0/~Kc; 
its values available 
in the absence of 

electric field and in 
a completely quies
cent system, 
respectively 

Nu+ = reduced Nusselt 
number defined by 
equation (3) 

S = Strouhal number 
defined as UD/U, 

Tc, Td = undisturbed 
temperature in the 
medium and 
reference 
temperature of 
drop 

UD = oscillatory radial 
velocity given by 
equation (4) 

U, = translational veloci
ty of drop 

a, a0 = heat transfer coeffi
cient based on sur-

M 0 

X, = 

Subscripts 
max, min 

face area of 
spherical drop and 
its value in the 
absence of electric 
field 
distortion ratio of 
drop defined as 
(PP-DB)/ 
(Dp+D„) 
and its critical 
value for drop 
burst 
thermal conductivi
ty of medium 
liquid 

maximum and 
minimum in each 
period of drop 
oscillation 
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10 

r,2, and fr3, correlated with 

quency dependency of the drop oscillation shown in Fig. 4 in 
Part 1. The first frequency fcr is the upper limit of a frequency 
range wherein the amplitude of oscillation is held constant at 
the highest level, while at either of the latter two higher fre
quencies the amplitude peaks. Thus, the rate of oscillatory 
displacement of drop surface takes the maximum at each of 
these three frequencies. The most distinct deviation of the 
present results shown in Fig. 3 from the former results ob
tained with the modified sinusoidal waveform (Kaji et al., 
1985) is that a exhibits a third peak a t / = / r 3 . 

Irrespective of the waveform and the frequency of the ap
plied field, any appreciable increase in a must result from 
oscillatory flows, both inside and outside of each drop, driven 
by the oscillatory displacement of the drop surface. (Note that 
the fractional increase, due to the shape oscillation, in the in
stantaneous surface area of each drop over the surface area 
that the drop would take in the course of rise under no field is 
no more than 3.8 percent at most in the range of our ex
periments, while the fractional increase of the latter area due 
to steady deformation of the drop from the spherical form is 
estimated to be as low as 0.01 percent. Hence, the drop oscilla
tion can have little effect on a via an increase in the surface 
area.) In this respect, the phenomenon of the present interest 
may be quite similar to the evaporation of drops suspended in 
an oscillatory gas flow, which was studied earlier by some 
researchers (Mori et al., 1969; Larsen et al., 1978). Based on 
the above view, we suppose that our data of a obtained not 

only in the present experiments but also in the previous ex
periments (Kaji et al., 1980, 1985) can be correlated in terms 
of some factor relevant to the rate of oscillatory displacement 
of the drop surface, provided that the induced oscillatory 
flows were approximately similar in those experiments. In an 
earlier paper (Mori et al., 1985) we made an attempt at cor
relating only the data for f=fcr obtained with the pulsed 
quasi-square waveform. Here we extend and modify the at
tempt to include the data obtained with each of the three dif
ferent waveforms. The parameters we selected for correlating 
the data are Nusselt number normalized as 

N u + s (Nu - Nus)/(Nu0 - Nu,) (3) 

and the Strouhal number S defined as the ratio of a radial 
velocity UD due to the drop oscillation to the translational 
velocity £/,. In equation (3), Nu is the Nusselt number related 
to a, D0, and thermal conductivity of the medium; Nu0 

denotes Nu in the absence of electric field; and Nus means the 
Nu that would be available in a completely quiescent system 
due to conduction only, which is determined to be 1.87 for the 
water/KF 54 system (Kaji et al., 1982). The radial velocity UD 

is given by 

= 2fD0[(Dp/D„)%ix- (Dp/D„)^] (4) 

The data for f=fcr, fr2, and fri obtained with the three 
waveforms are shown in Fig. 4 in the form of a (Nu+ - 1) ver
sus S relation. The uncertainty that each deduced value of 
(Nu+ - 1 ) bears is evaluated, based on the root sum square 
method (Abernethy et al., 1985), to be ±0.06, and that for S 
±0.005. It is recognized that the data f o r / = / c r a n d / = / r 2 are 
correlated by the following equations irrespective of the field 
waveforms and of drop diameters in the range of our ex
periments: 

a t / = / c r : N u + = l + 1.95S2/3 

a t / = / r 2 : N u + = 1 + 1.33 S8/9 

(5) 

(6) 

As f o r / = / r 3 , the data that we have obtained are too limited to 
establish a reliable correlation between Nu + and S. The data 
for frequencies other t han / c r , / r 2 , and/r3—which are omitted 
from Fig. 4 for the sake of clarity—are scattered over a wide 
region with an upper boundary given by equation (5). In the 
range of our experiments the critical frequency fcr gives the 
highest value of Nu+ at each level of S. 

Although the Nu+ versus S correlation presented above 
may be instrumental in understanding how the heat transfer is 
governed by the oscillatory motions, it is of little practical use 
unless we can predict S a priori. In Figs. 5 and 6 the same heat 
transfer data as those used in Fig. 4 are plotted against the 
amplitudes of the field strength, £} and E0

W, and the max
imum of the drop distortion ratio during each period of 
oscillation, <5max, respectively, instead of S. The possible 
utilities of these alternative data arrangements are discussed 
below. 

In general, the amplitude of the field strength that we can 
apply may be limited by either of two different restrictions: 
One is the upper limit of the output voltage of a given power 
supply, and the other is one imposed by the fact that a drop 
becomes unstable resulting in its burst as <5max increases up to a 
critical level, 5„ = 0.47 (Kaji and Mori, 1986). (The burst of 
each drop produces a large number of tiny drops, yielding a 
difficulty in separating the two liquids, and hence it should be 
avoided.) If the voltage available by a given power supply is 

Because of the reason described in Part 1 of this series (Kaji et al,, 1988), the 
values of Ej and E0 used in preparing Fig. 5 are those evaluated by simply 
dividing the voltage differences between the electrodes by the electrode spacing. 
These values are two times as large as those according to the former evaluation 
used in the first papers (Kaji et al., 1980, 1985) to cite the data concerning the 
pulsed quasi-square and the modified sinusoidal waveforms. 
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When a given power supply can afford output voltage high 
enough to cause the burst of drops, we will be interested in 
determining the waveform and the frequency that will yield 
the largest enhancement without making the drops burst. 
Since the range of Smax covered by our experimental data is far 
below 5cr because of the limitations of the output voltages of 
the power supplies that we used in the experiments, we can 
predict the enhancements at 8max — 8cr only by extensive ex
trapolations of the data as shown in Fig. 6. Despite the uncer
tainties involved in the extrapolations, it is very likely that the 
modified sinusoidal waveform with the frequency fr2 yields 
the largest enhancement at 8max —8cr. The superiority of the 
sinusoidal waveform to the modified sinusoidal waveform 
noted in the (Nu+ - 1) versus E0 correlation vanishes at f=fcr, 
and is even reversed a t / = / r 2 in the (Nu+ - 1) versus 5max cor
relation. In this correlation the extent of enhancement a t / c r 

seems to depend on the drop size but hardly on the waveform. 
These facts are quite consistent with the following facts, which 
we have shown in Part 1 of this series (Kaji et al., 1988): The 
range of drop deformation limited by 5max and 8min (or 
(Dp/Dn)max and (Dp/D„)min) is higher in the case of the 
sinusoidal waveform than in the case of the modified 
sinusoidal waveform at any level of E0 over the frequency 
range above /„. , while at fcr and lower frequencies <5min = 0 
(i.e., (Dp/D„)min -1) irrespective of the waveform. 

Conclusions 

The heat transfer enhancement caused by alternating elec
tric fields having the sinusoidal waveform has been studied ex
perimentally. It has been found that the heat transfer coeffi
cient peaks at three particular frequencies, which have been 
discussed in Part 1 of this series from the aspect of drop 
dynamics: the critical frequency f„ beyond which the oscilla
tion amplitude exhibits a sudden drop, fr2, which yields the 
resonant oscillation of the second mode, a n d / r t at which the 
resonant oscillation of the third mode is presumably super
posed on the second-mode oscillation. 

The experimental data newly obtained with the sinusoidal 
waveform have been compared with earlier data obtained with 
the quasi-square waveform (Fig, la) and the modified 
sinusoidal waveform (Fig. lb). The comparison has provided 
some useful knowledge such as: (1) The heat transfer 
enhancements at each of / „ and fr2 are represented by the 
same Nu + versus S relation irrespective of the waveform and 
the drop size (Fig. 4); (2) the largest enhancement at a 
specified level of field-strength amplitude is available a t / = / „ 
with the pulsed quasi-square or sinusoidal waveform; and (3) 
the largest enhancement at the critical condition for the drop 
burst will be available at f=fr2 with the modified sinusoidal 
waveform. 

Fig. 6 Heat transfer data plotted against the maximum distortion ratio 
of drops 

not so high as to yield a risk of drop burst, the problem that 
we should consider may be to find out the waveform and the 
frequency that will result in the largest enhancement at a 
specified level of the amplitude of the field strength. Figure 5 
shows that for each waveform the critical frequency fcr gives 
the largest enhancement. The sinusoidal waveform is superior 
to the modified sinusoidal waveform in the extent of enhance
ment at either f=fcr or f=fr2, but it may fall behind the 
pulsed quasi-square waveform in the extent of enhancement at 
f=f„. (The latter comparison should probably be accepted 
with some reservation because of the incomplete consistency 
in the definition of the field-strength amplitude between the 
two waveforms in question. See Fig. 1.) 
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Transition Boiling Models in Heat 
Exchangers 
Models are presented for the inclusion of transition boiling heat transfer in the ther
mal analysis of liquid-heated boiling water heat exchangers. A relation was 
developed from experimental data for the prediction of the quality change in the 
transition boiling region. This quality relation was used alone and in conjunction 
with a transition boiling heat transfer coefficient to formulate two successful 
models. Predictions of heat exchanger heat transfer, including the transition boiling 
models, were compared with experimental results for high-pressure water in the 
range 7-15.3 MPa over a mass flux of 0.7-3.2 Mg/m2s. 

Introduction 
The thermal analysis of shell and tube heat exchangers in 

which one of the fluids is boiling and the other is single phase 
is often addressed in a manner similar to heat exchangers in 
which both fluids are single phase. One-dimensional energy 
equations are used for each fluid, and the heat transfer be
tween them is governed by the thermal resistances of the fluids 
and the tube wall. Heat transfer coefficients are supplied to 
such analyses, and when these coefficients may be taken as 
constant along the tube length, integration of the energy equa
tions results in the familiar analytical relation for overall heat 
transfer in terms of the log-mean temperature difference. In 
the case of one fluid boiling, the heat transfer coefficient is not 
constant and is supplied by flow regime. The energy equations 
are put into finite difference form and a numerical solution is 
obtained for the heat transfer. An analysis of this type was 
presented in [1] and is typical of analyses in general use for 
nuclear steam generators. The analysis of [1] neglected heat 
transfer in the transition boiling region; this omission is also 
typical of such analyses. 

There are limited results available in the engineering 
literature for transition boiling heat transfer inside tubes. The 
relations presented in [2-4] represent extensive data for boiling 
water at low, intermediate, and high pressures, respectively. 
The general method of incorporating such results into a heat 
exchanger thermal analysis is to invoke a transition boiling 
heat transfer coefficient downstream of the critical heat flux 
(CHF) point. Farther downstream, this coefficient is replaced 
by a relation related to post-CHF heat transfer in the liquid 
deficient region, often referred to as the film boiling region. 
The flow regime boundary between transition boiling and film 
boiling can be a troublesome division to define due to the in
dependent development of heat transfer relationships in each 
region. Consequently, the heat exchanger thermal analysis can 
be adversely affected. The subject of this investigation is 
methods of incorporating transition boiling heat transfer into 
the thermal analysis of heat exchangers that do not suffer 
from the transition boiling/film boiling boundary definition 
problem of the conventional method. 

Transition Boiling Quality Formulation 

The approach used to predict transition boiling heat 
transfer involved the development of a relationship for the 
quality change AX in this region. Measurements from 242 
high-pressure (7-15.3 MPa) experiments described in [5] were 
used for this purpose. The test facility is a 1 MW system 
employing liquid sodium to boil water. Maximum facility 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 2, 
1986. Keywords: Flow Transition, Modeling and Scaling, Multiphase Flows. 

operating parameters are: sodium volumetric flow 
rate = 0.0044 m3/s at 650°C, water pressure = 16.5 MPa, and 
water volumetric flow rate = 0.0082 m2/s at 500°C. The test 
section employed in the experiments consisted of a single 
straight water tube vertically oriented in a sodium shell. The 
water tube material was 2!4Cr-l Mo steel with i.d. = 10 mm, 
o.d. = 15.8 mm, and heated length= 13.1m. The test section 
was well instrumented with over 100 shell thermocouples, a 
turbine flow meter in the water, and an electromagnetic flow 
meter in the sodium. All instrument calibrations were 
traceable to the National Bureau of Standards. Test results in
cluded the axial heat flux, water tube wall temperature, water 
bulk temperature, and steam quality, which were used in this 
study to determine transition boiling heat transfer parameters. 

Over 400 test results were reported in [5], the majority of 
which were performed at combinations of four values of water 
pressure and four values of water mass flux. The results of 242 
tests were used in this study at the 16 combinations of the 
following water parameters: 

pressure = 7, 10, 13, 15.3 MPa 
mass flux = 0.7, 1.4, 2.4, 3.2 Mg/m2s. 

All the tests of [5] were conducted with subcooled water 
entering the test section, but the exit quality varied con
siderably among the tests. The 242 tests selected from the total 
for use in this study met the criterion that the transition boil
ing region was followed by a clear post-CHF region such that 
test section end effects did not influence the heat transfer in 
transition boiling. The tests thus selected included results at all 
16 combinations of water pressure and mass flux. 

The liquid-heating aspect of the experiments of [5] pro
duced stable transition boiling regions in the test section. In 
the water parameter range used, the test section length over 
which transition boiling occurred was generally small, which is 
typical of the relatively high pressure and mass fluxes of this 
investigation. This condition along with the unstable nature of 
the transition boiling region in directly heated experiments 
have been the major contributors to experimental difficulties 
in transition boiling heat transfer. The liquid heating aspect of 
the current experimental results eliminated the instability 
problem, and the heat flux, temperature, and quality were ob
tained at three to six discrete locations in the transition boiling 
region in each test. However, the relatively large parameter 
range covered by the experiments required a somewhat 
elaborate mathematical form to represent all the data. Several 
empirical relations were investigated relating the quality 
change in the transition boiling region to various flow 
parameters. The following relation, relating AX to the water 
pressure, water mass flux (through Re), and quality at CHF, 
was found to represent the functional form of the data well: 
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Table 1 Constants for equation (1) 

B, 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

0.029005 
7.1266X105 

6.7126 XlO6 

-1.9617 X107 

1.4442 XlO7 

-4.3307 
2.4810 

-11.601 
10.473 

-0.099956 

1.3526 
0.1108 
2.3928 XlO~ 
1.7872 

AX=AX + 
A2 +A,Y>r+A4PT2 + / l ,Pr 3 

Refli 

fA6 +A1¥r + AiPr2 +A9Vrl 

+ L Re f l 2+5,Re^ + ' 
\Xr (1) 

The values of the A's and B's in equation (1) were optimized 
to best fit the experimental data using a multidimensional 
minimization computer code. The resulting values are given in 
Table 1. 

The predictions of equation (1) are compared in Fig. 1 with 
typical measurements chosen at one of the 16 water parameter 
groups of the data. The comparison is considered to be good 
for this relatively difficult experimental region. 

The transition boiling quality change as predicted by equa
tion (1) is shown in Fig. 2 over the water pressure and mass 
flux range of the data for a typical value of CHF quality. The 
quality change is seen to be the largest at the lower pressures 
and mass flux. It is important to note that negative quality 
changes can be predicted by equation (1). To be consistent 
with the data, a prediction of AX<0.02 should be set to 
AA'=0.02. 

Heat Transfer Using AX 

A typical heat flux distribution is shown as a solid line in 
Fig. 3 for liquid-heated boiling water in a tube. Point A marks 
CHF; point C marks the start of the post-CHF (film boiling) 
region, and transition boiling is defined as the region between 
points A and C. When transition boiling is neglected in a ther
mal analysis of a system of this type, curve A-B-C is fol
lowed. This procedure effectively extends film boiling over the 
entire transition boiling region. As a consequence, the heat 
transferred in this region of the heat exchanger is under-
predicted by the analysis. An alternative approach would be to 
extend nucleate boiling over the entire transition boiling 
region. The result would be an overprediction of the heat 
transfer, and a criterion would be required to mark the begin
ning of film boiling. The quality change result given by equa
tion (1) can be used for such a criterion. That is, nucleate boil
ing could be extended in an analysis beyond CHF for a quality 
change of AX after which film boiling would be assumed. 
However, overprediction of the heat transfer is no more 
desirable than underprediction. 

A simplified but more accurate approach to the inclusion of 
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transition boiling heat transfer in the thermal analysis of a 
boiling tube is to extend nucleate boiling beyond CHF for 
some fraction of AX after which film boiling is assumed to ex
ist. This approach would follow curve A-D-E-C in Fig. 3. 
Heat transfer would be alternately overpredicted and 
underpedicted through the transition boiling region, but the 
net heat transfer calculated would be correct. In comparing 
this approach with the data of [5], a value of AA72 was found 
to be a good choice for the change from nucleate to film 
boiling. 

A thermal analysis computer code, similar to the one 
described in [1], was adapted to the conditions and geometry 
of the test section of [5]. Five parameters from an experiment 
were supplied to the code: water pressure, mass flow rate and 

Nomenclature 

A, B = dimensionless constants in 
equation (1) 

D = water tube diameter, m 
G = water mass flux, Mg/m2s 
h = heat transfer coefficient, 

kW/m2C 
Pr = reduced pressure 

Re = 

AT = 

X = 
AX = 

liquid Reynolds number 
= GD/ti 
(heated surface 
temperature) - (saturation 
temperature), °C 
flow quality 
quality change in transition 
boiling 

H = dynamic viscosity of liquid, 
kg/m s 

Subscripts 
CHF = condition at the critical heat 

flux (CHF) 
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15.0 

inlet temperature, and sodium mass flow rate and inlet 
temperature. (The sodium and water flowed in a countercur-
rent configuration.) The code predicted the axial heat flux, 
water quality, and temperature distributions of the water, 
sodium, and tube wall along the length of the test section. 
Typical results are shown in Fig. 4 for Test R352 from [5]. The 
water mass flux was 0.7 Mg/m2s and the pressure was 7 MPa. 

Three calculated results are shown in Fig. 4. When transi
tion boiling was neglected and film boiling was assumed to ex
ist in this region, the predicted heat flux decreased from a 
maximum at CHF to the film boiling level upstream of the 
measurements, and the heat transferred was underpredicted 
compared to the experiment curve as described for the general 
case with respect to Fig. 3. The curve marked "DELTA X" in 
Fig. 4 represents the results obtained when nucleate boiling 
was assumed to persist over the entire transition boiling region 
(over a quality change of AX calculated from equation (1)). As 
expected, the heat transfer was overpredicted compared to the 
experiment curve. The heat flux results marked "DELTA 
X/2" in Fig. 4 produced the best representation of the experi
ment for the three predictions shown in this figure. In this 
case, nucleate boiling was forced to extend beyond CHF for a 
quality of AX/2 calculated from equation (1). 

Heat Transfer Using Coefficient 

The use of a heat transfer coefficient in the transition boil
ing region eliminates the need for the approximation of the 

.2 • 
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Fig. 5 Heat flux comparison: heat transfer coefficient 

simplified approach using the AX result alone. However, some 
difficulty occurs in marking the change from transition boiling 
to film boiling. A technique suggested in [6] for coiled tubes is 
to assume a linear heat flux distribution in the transition boil
ing region. This technique amounts to connecting points A 
and C in Fig. 3 with a straight line. The same problem exists in 
knowing the location of point C, or the slope of the straight 
line. This problem is evident in the following results of the 
direct application of a transition boiling heat transfer coeffi
cient in a thermal analysis computer code. 

The thermal analysis code discussed previously was 
modified to include a water heat transfer coefficient in the 
transition boiling region. Downstream of CHF this coefficient 
was employed for some distance beyond which a film boiling 
heat transfer coefficient was introduced. The change from 
transition boiling to film boiling was made in the same manner 
in which codes of this type change from single-phase forced 
convection to nucleate boiling. After CHF, a transition boil
ing heat transfer coefficient was applied, and a film boiling 
heat transfer coefficient was also calculated from a correlation 
equation. When the film boiling coefficient exceeded the tran
sition boiling coefficient, the regime was changed from transi
tion to film boiling. 

The transition boiling heat transfer coefficient of [4] was 
used in this investigation because it was developed for the 
high-pressure range of the experimental data. That relation is 

ATr 

K AT 
-exp([-C[AT-ATCHF)] (2) 

where C=0.0279-0.00556G, and the range of the water mass 
flux G was 0.7-3.2 Mg/m2s in equation (2), and C has the 
units °C"'. Several equilibrium film boiling correlation equa
tions were used, including those of [7-9], with similar results. 

The prediction of heat flux, using this heat transfer coeffi
cient approach with the use of a film boiling coefficient to 
mark the end of the transition boiling region, is compared in 
Fig. 5 with the same experimental data of Fig. 4. The predic
tion is denoted "H TRANS. BOIL.—H FILM" in Fig. 5, and 
the case where transition boiling was neglected is shown for 
reference. The heat transfer coefficient result significantly 
overpredicts the heat transfer, and the predicted transition 
boiling region extends far beyond the measured region. This 
unsatisfactory result is a consequence of the procedure used to 
change from transition to film boiling. All of the transition 
boiling heat transfer coefficients in [2-4] decrease exponential
ly in the flow direction while the film boiling coefficients of 
[7-9] increase slowly. The intersection marking the change 
from transition boiling can occur well beyond the measured 
point, as occurred in Fig. 5. This situation is a result of the in
dependent development of the transition boiling and film boil-
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Fig. 6 Heat flux comparison: combined model 

ing relations and the almost asymptotic way in which the tran
sition boiling heat transfer coefficient can decrease toward the 
film boiling coefficient in some parameter ranges. 

Heat Transfer Using Coefficient and AX 

The problem with using the transition boiling heat transfer 
coefficient from equation (2) in the thermal analysis, the 
results of which are given in Fig. 5, was with the way in which 
the transition boiling region was mathematically terminated. 
(The method applied is the same as used for forced convection 
to nucleate boiling transition.) This conventional approach 
produced poor results, similar to those of Fig. 5, in nearly all 
16 parameter groups of the data. Thus, a technique was 
employed wherein the transition boiling heat transfer coeffi
cient was applied, and the region was terminated via the AX 
relation of equation (1). This technique is a combination of 
the two previously discussed techniques, and the results were 
the most satisfactory. 

The predicted heat flux, denoted " H TRANS. 
BOIL—DELTA X," is shown in Fig. 6 compared with the 
same data as in Figs. 4 and 5. Transition boiling was included 
through the use of equation (2), and it was terminated at a 
quality obtained from equation (1) after which a film boiling 
coefficient was employed. The local results shown in Fig. 6 
represent the physical shape of the measurements well; the 
heat transfer predicted is in good agreement with the ex
perimental results in all the boiling regions shown. 

Comparisons and Discussion 

Predicted and experimental results are given in Figs. 7-10 
for the same test as shown in Figs. 4-6. These results were 
typical of all 16 parameter groups investigated. The four tran
sition boiling models shown in these figures are denoted as: 

film boiling extending over the 
entire transition boiling region 
nucleate boiling extending into 
the transition boiling region for a 
quality change of AA72 from 
equation (1) 
transition boiling heat transfer 
coefficient from equation (2) with 
termination based on the film 
boiling coefficient 
transition boiling heat transfer 
coefficient from equation (2) with 
termination at AX from equation 
(1) 

The sodium bulk temperature distributions predicted from 
use of these four models are compared to experimental results 
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Fig. 8 Water quality: four models 

in Fig. 7. All results compare well with the data except for the 
H-T.B./H-FILM case, and the best local results were obtained 
from the DELTA X/2 analysis. 

All models represented in Fig. 7, except for the H-T.B./H-
FILM case, predicted approximately the same value of the 
sodium outlet temperature, i.e., the temperature at 0.0 m in 
Fig. 7. This result indicates that prediction errors occurring in 
the transition boiling region can be offset by prediction errors 
elsewhere in the heat exchanger. Consider, for example, the 
case in which transition boiling heat transfer is omitted from 
the analysis. The local heat flux distribution shown in Figs. 4 
and 5 displays a significant underprediction of the experimen
tal values in the region of transition boiling, but there is com
pensating overprediction upstream. Integrating the heat flux 
over the transition boiling region and the adjacent portion of 
the bulk boiling region from 7 to 12 m produced a net under
prediction of 5 percent in heat transfer when transition boiling 
was omitted from the analysis. On a similar basis, the in
tegrated heat transfer results for the DELTA X/2 and the 
H-T.B./DXmodels were overpredictions of 0.5 and 6 percent, 
respectively. The H-T.B./H-FILM model predicted integrated 
heat transfer 12 percent above the experimental value even 
though the transition boiling prediction was significantly 
above this percentage. These comparisons serve to accentuate 
the importance of considering the local results when assessing 
model accuracy to avoid the effects of compensating errors. 

The equilibrium water qualities predicted from the four 
models of Fig. 7 are compared to experimental results in Fig. 
8. Clearly, the inclusion of the transition boiling region in the 
analysis by either the DELTA X/2 or the H-T-B./DX models 
produced better results than neglecting transition boiling. The 
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predictions of the combined method, H-T.B./DX, are nearly 
coincident with the data over most of the test section length. 

The water heat transfer coefficient predicted by the com
bined method came very close to the experimental coefficient. 
A comparison is shown in Fig. 9 over the entire test section 
length and includes the flow regimes of single-phase forced 
convection, nucleate boiling, transition boiling, and film boil
ing. The case where transition boiling was neglected is shown 
for comparison. (Experimental values for the water heat 
transfer coefficient could not be obtained accurately in the 
very high heat flux range upstream of CHF due to the very 
small wall-to-fluid temperature differences.) 

Water heat transfer coefficients are shown in Fig. 10 for the 
simplified transition boiling model, DELTA X/2, and the 
conventional application of the transition boiling heat transfer 
coefficient. The latter compared poorly with experimental 
results for reasons discussed previously. Although the best 
predictions are from the combined model as shown in Fig. 9, 
the simplified method approximated the heat transfer coeffi
cient well as shown in Fig. 10. 

Conclusions 

Of all the methods investigated for representing transition 
boiling heat transfer in a liquid-heated system, the combined 
model produced the best overall results. This model utilized a 
heat transfer coefficient in the transition boiling region in a 
thermal analysis code. The change from transition boiling to 
film boiling was calculated from the relation for quality 
change in transition boiling developed in this study from ex
tensive experimental data. The predictions matched ex
perimental values well, and predicted trends and parametric 
forms were closest to the experiments. 

The simplified approach to the prediction of transition boil
ing heat transfer developed in this study utilized the quality 
change result alone. Although predictions from this method 
did not represent the physical form of the data well, the 
overall predictions were good. The simplicity of this method 
makes it an attractive alternative. 

Both the combined and simplified models for including 
transition boiling heat transfer in the thermal analysis of 
liquid-heated boiling systems were shown to be more accurate 
than the common practice of neglecting transition boiling en
tirely. That practice actually assumes that film boiling persists 
over the transition boiling region, and it underpredicts the 
heat transferred in that region of the system. The available 
data at high pressure [4] used in this study covered large ranges 
of mass flux, 0.7-3.2 Mg/m2s and pressure 7-15.3 MPa. The 
models performed equally well throughout these parameter 
ranges. 
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Application of a Multifield Model 
to Reflooding of a Hot Vertical 
Tube: Part II—Analysis of 
Experimental Results 
The two-fluid model equations developed for reflood calculations and discussed in 
Part I {Kawaji and Banerjee, 1987) are solved numerically with appropriately for
mulated constitutive relations to analyze the Inconel tube reflood experiments in
volving inverted annular and dispersed flow regimes downstream of the quench 
front. Constitutive relations are formulated separately for individual transfer 
mechanisms that are considered to be phenomenologically significant. For inverted 
annular flow, phasic pressure difference is incorporated into the momentum equa
tions to predict the interfacial waves which enhance film boiling heat transfer. For 
dispersed flow, a size distribution of drops is considered and both single and 
multifield equations of motion are solved to calculate the droplet transport. Most of 
the important heat transfer and hydrodynamic aspects of the experimental results 
are predicted reasonably well, indicating the adequateness of the mechanisms con
sidered. In particular, a wall-drop interaction heat transfer mechanism is deter
mined to be essential in explaining the experimentally observed strong dependence 
of heat transfer rate on liquid volume fraction in the dispersed flow region. A sen
sitivity study is made to identify the weaknesses in the constitutive relations, but no 
single relation could be accounted for areas in need of further improvement. In com
parison with the predictions of the single-field model, those of the multifield model 
showed improvement for some but not all experiments. 

Introduction 

Reflooding of a vertical flow channel involves complicated 
thermal hydraulic phenomena. Although the macroscopic 
aspects of many of these phenomena are already known (e.g., 
flow patterns, modes of heat transfer, parametric effects on 
quench speed, and so on), understanding of the details of the 
physical phenomena is far from satisfactory due to the lack of 
local measurements. Local measurements are difficult to 
achieve, but are valuable in understanding the basic 
mechanisms and formulating mechanistic models. In recent 
years, measurements have been reported on local void fraction 
histories (Kawaji et al., 1985), vapor film thickness (Edelman 
et al., 1983), and liquid column breakup (De Jarlais, 1983) in 
an inverted annular flow regime that exists just above the 
quench front. For the dispersed flow regime farther 
downstream, droplet size distribution and velocity 
measurements have been reported by Lee et al. (1982) and Ar-
dron and Hall (1983). 

To be able to predict the reflooding phenomena under a 
wide range of conditions, a mechanistic model is preferred 
that contains little empiricism in constitutive relations. Among 
the various two-phase flow models available, a two-fluid 
model should be used when mechanical and thermal non-
equilibrium effects are present. The structure of two-fluid 
models for the inverted annular and dispersed flows has been 
described in Part I of this paper (Kawaji and Banerjee, 1987). 
Incorporation of the phasic pressure difference term into the 
momentum equations was shown to render stability to the 
model while allowing descriptions of the long-wavelength in
terfacial waves. In the present paper, the two-fluid models are 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 9, 
1986. Keywords: Phase-Change Phenomena, Sprays/Droplets, Transient and 
Unsteady Heat Transfer. 

solved numerically in conjunction with constitutive relations 
described below to analyze the Inconel-tube reflood ex
periments reported previously (Kawaji et al., 1985). 

The dispersed flow equations actually solved in the present 
work differ from those of the six-equation model described in 
Part I. Thus, the multifield model equations are developed for 
dispersed droplet flow and described first, followed by the 
constitutive relations, thermal equations, and the calculated 
results. 

Multifield Dispersed Flow Model 

Hydrodynamic calculations are important in prediction of 
dispersed flow heat transfer, because the local heat transfer 
rate depends strongly on the local liquid volume fraction, 
which is determined by the rate of drop entrainment and 
transport, as evident in the experimental data (Kawaji et al., 
1985). Thus, a mechanistic model was developed to calculate 
the drop transport in the dispersed flow regime and two sets of 
calculations were performed treating the droplets as either one 
group with group average properties (single-field model) or 
multiple groups with size dependent properties (multifield 
model). 

The present multifield dispersed flow model differs con
siderably from other mechanistic models such as those 
developed by Thurgood and Kelly (1980) and Whalley et al. 
(1982). To analyze reflooding phenomena, Thurgood and Kel
ly (1980) divided the liquid into a continuous field corre
sponding to a liquid column in inverted annular flow or a liq
uid film in annular flow, and a dispersed field representing the 
droplets entrained into the vapor stream and solved the con-
conservation equations separately for each field. In the 
absence of a continuous liquid field in the dispersed flow 
regime, their model corresponds to our single-field model. 
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On the other hand, the present multifield model is similar in 
basic concept to the steady-state model of Whalley et al. 
(1982) used to calculate droplet transport in the analysis of 
post-dryout heat transfer. In their model, a droplet size spec
trum was automatically calculated at the dryout point due to 
the entrainment of drops differing in size at various positions 
upstream of the dryout point. The droplet transport 
downstrean of the dryout point was then calculated for each 
size separately. This treatment of droplet transport in the post-
dryout region apparently improved the accuracy of vapor-to-
drop convective heat transfer calculation. 

In vertical reflooding, droplets of various sizes are 
generated at the top of the inverted annular flow regime as the 
liquid column disintegrates due to instability. Once the 
droplets are entrained by vapor, the subsequent transport 
depends strongly on their size distribution. 

In the present model, assumptions of constant pressure and 
incompressible vapor and liquid are made, and a one-
dimensional, two-fluid model with five conservation equa
tions is used to describe the motion and energy of vapor and 
liquid phases. The time and volume-averaged equations 
previously described in Part I were simplified and modified as 
given below. 

d d 
— (pvavhv) + — (pvavUvhv) = q™ + m/"hVtS 

(5) 

-^-(P/«/) +-^(-0iPi<xiUd) = -ml" 

-fo(Pv<*v) +-^-(P0avUv) =m\" 

(1) 

(2) 

— (•nlPla,Ud) + — (i)lplctlUdUd)=Tl
d"—t)lPialg-rllm;" Ud (3) 

3 a 

—(p,a,/!,) + — (rllplalU(lhl)=qd''H-ml'"httM (4) 

The convective terms in the drop continuity, momentum, 
and energy equations contain i?/; which is defined as the car
ryover fraction and represents the fraction of drops that can 
be carried downstream by vapor. For the mass and energy 
equations, we consider the entire droplet population in the 
control volume. Only a fraction of the droplet population is 
convected in and out and so 77, is included only in the convec
tive terms. For the momentum equation, only the droplets that 
are carried over by the vapor are considered. One then re
quires, of course, a constitutive relationship for the carryover 
fraction, which will be discussed shortly. Also, to simplify the 
calculation, the vapor flow rate is assumed to be given by the 
vapor flux at the top of the inverted annular flow region and 
the vaporization from the drops. Such a scheme is, of course, 
only accurate if the flow is relatively steady and pressure varia
tion is small. The constant injection reflood experiments 
analyzed (Kawaji et al., 1985) satisfied these conditions. To 
analyze more realistic reflood situations involving steam 
binding and flow oscillation phenomena, the vapor momen
tum equation also has to be solved. 

Although a population of drops has a size distribution, the 
drop velocity Ud appearing in the equations above is assumed 
to represent a population-mean velocity. Thus, the model 
described above is referred to as the single-field (mean droplet) 
model and appropriate population-mean diameters are used to 
calculate the interfacial area and various interfacial transfer 
terms. Uncertainty remains, however, as to whether the 
nonlinear velocity terms appearing in the liquid momentum 
equation and in drag force correlations can be calculated cor
rectly by assuming a population-mean velocity. 

To answer this question, a simple extension was made from 
the single-field model to a multifield model by modifying only 
the liquid momentum equation as follows. First, the drop size 

A, 
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Table 1 Summary of constitutive relations for the inverted annular flow 

Relations Equations Reference 

Wall heat flux 

Wall to vapor 
convection 

Wall to liquid 
radiation 

Vapor to liquid 
convection 

<?iv - Qwv + "Zrad 

kvNul 

25 " ( r ^ r " ) 
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1 1 

i»r-
£„Nu2 
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26 
L(TV-T,) 

where Nu, and Nu2 are for annulus 

Siegel and Howell 
(1972) 

Kays (1966) 

Liquid heating 
flux 

Vaporization 
heat flux 

Vapor heating 
flux 

Interfacial 
mass transfer 

Interfacial 
area concentration 

Qih = A - ( T s a t - r 0 ) F , 
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Kawaji (1984) 
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Kawaji (1984) 
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distribution, which will be described in the next section, is 
divided into a number of groups, each having a different mean 
diameter £>,-. The volume fraction of each group is then given 
by rj,-a;, where the sum of rj,- over all groups with diameters less 
than the maximum carryover diameter defined in the next sec
tion equals the carryover fraction r;;. 

The equation of motion for each group is now given by 

— (r i iPia ,U d i ) + —-( r / ,73 ,07U d i U d i ) • 
at az 

:Tdi—rliPi<xiS-y<mrUd, 

(6) 

with the interfacial drag term calculated using the group 
diameter and velocity. 

The population-mean droplet velocity is calculated from the 
following relation: 

1 
ViUdi (7) 

Vi ,= i 

where 7max is the group number of the maximum carryover 
diameter. The population-mean velocity is used in the liquid 
continuity and energy equations, as well as in vapor-to-drop 
heat transfer calculations. In this multifield dispersed flow 
model, terms describing the intragroup transfer of mass, 
momentum, and energy due to droplet collision, breakup, and 
coalescence are not considered explicitly. However, it is 
assumed that the shape of the droplet size distribution is main
tained, i.e., if it starts off as log normal, it remains log 
normal. 

Both the single-field and multifield equations are solved 
numerically with a log-normal size distribution assumed for 
the droplet size. 

Constitutive Relations 

Formulation of each constitutive relation is discussed in 
detail by Kawaji (1984), so only a brief description is given in 
this paper. 

(a) Inverted Annular Flow. Constitutive relations for the 
inverted annular flow regime are summarized in Table 1. The 
heat transfer mechanisms considered for the inverted annular 
flow regime are wall-to-vapor convection, wall-to-liquid 
radiation, and vapor-to-liquid convection. 

The temperature at the surface of the subcooled liquid col
umn is assumed to be at saturation and vapor generation is oc
curring at the interface at all axial locations above the quench 
front. Thus, out of the total energy received by the subcooled 
liquid column, some is used for vaporization at the interface, 
and the rest for heating the liquid column until it becomes 
saturated. The liquid heating flux is clearly dependent on the 
local subcooling of the bulk liquid and the thickness of the 
thermal boundary layer near the interface. In order to estimate 
the liquid heating flux, the following laminar thermal entry 
problem was considered. A liquid column of uniform 
temperature T0, and with a flat velocity profile Uh enters the 
film boiling region where the surface temperature is kept at 
saturation. 

The assumption of radially uniform temperature and veloci
ty profiles at entry into the film boiling region is based on the 
possible mixing of liquid near the quench front due to rapid 
and frequent growth and collapse of bubbles on the wetted 
surface below the quench front. Furthermore, the radial 
velocity profile is expected to remain relatively uniform above 
the quench front because of the free surface of the liquid core. 

The analytical solutions for the temperature profile, bulk 
temperature, and local Nusselt number are readily available 
for various Peclet numbers (Singh, 1958). The actual correla
tion for the liquid heating flux was expressed as follows and is 
valid for Pe > 100 where axial conduction is negligible: 
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0 

Fig. 1 Liquid heat flux correlating functions F1 and F2 

Qm'-
k, 

EhJa, 
( T'sat ~ To )Fl (8) 

The correlating function Fx is shown in Fig. 1 and is specified 
in terms of the dimensionless bulk liquid temperature 6. The 
ratio Ft/d corresponds to the local Nusselt number. Under all 
situations, the maximum value of the liquid heating flux is 
limited to that of the total heat flux received. 

The shear stress terms are evaluated with either empirical 
correlations or approximate analytical expressions for tur
bulent or laminar vapor flow, respectively. The effect of 
vaporization on interfacial friction is considered by including 
a reduction factor derived from the experimental data dis
cussed by Jeromin (1970). 

(b) Transition to Dispersed Flow. Transition from an in
verted annular to a dispersed flow regime is believed to be 
related to the instabilities that develop at the liquid-vapor in
terface. These instabilities have been discussed in Part I 
(Kawaji and Banerjee, 1987) of this paper. The transition 
criterion used in this model results directly from the 
numerically predicted Kelvin-Helmholtz instabilities, which 
consequently lead to necking of the liquid column. When the 
variation in wave amplitude expressed in terms of the liquid 
volume fraction, meets the criterion given in Table 1, the liq
uid column is assumed to undergo necking there. The liquid 
above the point of necking is assumed to detach from the 
liquid column and to be entrained into the dispersed flow 
region as a population of drops with a size distribution 
described below. 

(c) Dispersed Flow. The constitutive relations for the 
dispersed flow regime are summarized in Table 2. 

A log-normal drop size distribution was used based on the 
data obtained by Ardron and Hall (1983) for reflooding of a 
quartz tube. Values of the distribution parameters in the 
equilibrium size distribution function were selected to fit the 
description of their data. 
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Table 2 Summary of constitutive relations for the dispersed flow model 

Relations Equations Reference 

Drop size 
distribution 

Volume distribution: 
dV 0 

, - S V 
dy Vi 

/ aDd \ 
where y = In — 1, 0 = 0.6474 

\Dt-Dj 

0.4923 Flow transition 

1.1212 Dispersed flow 

Mugele and Evans 
(1951) 

Kawaji (1984) 

Maximum drop 
«ze (Dmax) 

Smaller of 

(a) Maximum stable diameter 

» W e „ 
iy = 

PvK 

where Wecr = 22 
(b) Maximum carryover diameter 

D<L 
3 CDPVU\ 

4 g(Pi-p„) 

Hinze (1955) 

Carryover fraction 

1 f^max 2 

where ij/ = >)f/ij* 

c = 1 / gJmax \ 
m a x \ n _ n i / 

t / gAnax \ 

" ^ D,-Dmm J 

1 ffl>Wx 2 

and >),*=—\ e ^ V C / 

Kawaji (1984) 

Interfacial drag 
6aiFj lrD 

Td~~ r>3 
7r £>? 30 

where 

FD=^~ Pv^u„-ud\(uv-ud)— D\0 

CD= (1+0.15 Reg687) 
Rerf 

and Rerf 

pvlu„-ud\D2l 

Rowe (1961) 

Wall-to-vapor 
convection 

q^ = 0.023 —L- Re0-8Pr0-33(r„,-:r„ Dittus-Boelter 

Wall-drop 
interaction 

<7̂ ,d = 0.2552 
Yk}h}ggpvp,r 

L Mir°30 -I 
Forslund and 
Rohsenow 
(1968) 

Radiation heat 
transfer 

Wall vapor : ql* =Fmo'(7%-T*) 

Wall drop : q^a =F„do'(1*,-?!,) 

Vapor drop : q'jf =Fvda' (7^-7%) 

with ev =0.1 

^ I?"Ze-(i.iiaA/^32) 

Sun et al. 
(1976) 
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Vapor-to-drop q»d=A(" —^-(2 + 0.74 R e ^ 5 P r ^ 3 3 ) ( r „ - T d ) Lee and Ryley 
convection £>20 (1968) 

Energy partition Droplet heating flux: Kawaji (1984) 

QdH = A /" —— (r s a t - T0 )F2 

Vaporization heat flux: 

lump = Qd~ QdH 

where 

4 
9d = Qvd + - r - (ltd* + Qwd + 1»d) 

Interfacial mass mj"= • 
transfer hjg 

Interfacial area A-" = 
concentration .D32 

In the flow transition region between the inverted annular 
and dispersed flow regions, liquid is expected to exist in larger 
sizes than in the fully developed dispersed flow regime. Ac
cording to the linear stability analysis of the two-fluid equa
tions for the inverted annular flow described in Part I, the 
wavelength of maximum growth rate was calculated to be at 
most about 4.5 times the diameter of the liquid column. 
Therefore, the liquid in the flow transition regime was con
sidered to be an ellipsoidal rather than spherical shape with the 
length of a semimajor axis larger than that of the semiminor 
axis by a factor of 4.5. In order to incorporate the significantly 
larger volume of the ellipsoidal drops into the present model, 
the value of one of the size distribution parameters was 
changed for the flow transition regime. The volume distribu
tions for the drops in flow transition and dispersed flow 
regimes are shown in Fig. 2. 

At a given elevation, the actual size distribution is cut off at 
a maximum diameter, which is equal to the smaller of the 
maximum stable diameter £>J,ax calculated at that elevation 
and the smallest maximum carryover diameter Dc

m!ix, 
calculated in regions upstream. The maximum stable size of 
drops is specified by a critical Weber number. The maximum 
size of drops that can be carried upward for a given local 
vapor velocity is determined from the balance of gravity and 
drag forces. 

The liquid momentum equation in the present model thus 
describes the motion of the drops carried upward by vapor. 
The carryover fraction is computed from the ratio of the in
tegrals of the size distribution function as shown in Table 2. 

For use in calculating the interfacial transfer terms, the 
area-weighted, volume-weighted, and Sauter mean diameters 
are computed using the log-normal size distribution function 
and either £>max or £>£,ax for the entire population or only the 
carryover fraction, respectively. 

In the multifield model, the size distribution is divided into 
eleven discrete groups of varying diameters, and the drag force 
is calculated for each group using the diameter and velocity of 
each group. The equation of motion is, thus, solved for each 
group and the total droplet momentum is given by the sum of 
the momentum of all groups. Consequently, the mass-average 
velocity can be computed from the total momentum in a 
straightforward manner to be used in calculating the vapor-to-
droplet convection heat transfer rate. This approach is ex

pected to be more demanding in computational efforts but 
superior in accuracy. In the present work, both the single and 
multifield modeling approaches were used to determine how 
significant differences can be obtained in the calculated 
results. 

The heat transfer mechanisms incorporated into the present 
dispersed flow model include convection from wall to vapor 
and from vapor to drops, radiation among wall, vapor, and 
drops, and wall-drop interaction. The heat transfer due to 
wall-drop interaction is calculated using a model developed by 
Forslund and Rohsenow (1968), which accounts for heat 
transfer from the hot wall to a single layer of droplets next to 
the surface of the tube. It consists of a heat transfer coefficient 
for a droplet undergoing film boiling on a horizontal hot sur
face in a gravity field multiplied by the effective surface area 
of the droplets dispersed around the tube wall. Their correla
tion contains a parameter whose value was chosen based on 
their nitrogen data and may not be applicable to a water 
system. In the present work, the value recommended by 
Forslund and Rohsenow (1968) was used for reference calcula
tions and the effect of varying this parameter was investigated 
in the sensitivity study. The total wall heat flux is given by the 
sum of the wall-to-vapor convection, wall-to-vapor and wall-
to-liquid radiation, and wall-drop interaction heat transfer 
rates. 

The droplet surface is assumed to be at saturation and 
generating vapor even though the drops may be subcooled. 
The energy received is used partially for vaporization and par
tially to raise the sensible heat. In a manner similar to that 
used for the inverted annular flow model, a transient heat con
duction problem for a sphere of radius Rd, initially at T0 and 
the surface raised to Tsat for t > 0, is solved to derive a droplet 
heating flux correlation. The correlating function F2 is shown 
in Fig. 1. The initial temperature is taken to be the 
temperature of the drops most recently formed from the liquid 
column in the inverted annular flow regime. 

Thermal Equations and Quench Front Propagation 

(a) Heat Conduction in Flow Channel Wall. The flow 
channel in the experiments (Kawaji et al., 1985) was a thin-
walled tube, and a two-dimensional heat conduction equation 
was solved with fine mesh nodalization in the quench front 
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Table 3 Nodal cells used in numerical calculation 

Region Hydrodynamic cell Wall conduction cell 

0.4 0.6 
Dd /D, 

Fig. 2 Volume distributions of drops in flow transition and dispersed 
flow regimes 

region where severe axial and radial temperature gradients ex
ist. In regions far from the quench front, a lumped parameter 
technique was used and a one-dimensional heat conduction 
equation was solved. The wall temperatures were matched at 
the boundaries between the two regions. 

(b) Quench Speed. The exact mechanism of rewetting of a 
hot metal surface, i.e., how and why the vapor film collapses, 
is not well understood at present, and a common approach 
adopted in many reflood models is to employ a rewetting 
criterion based on quench temperature correlations. When the 
wall temperature drops to a specified quench temperature, the 
heat transfer mode is assumed to change from film boiling to 
nucleate boiling. The apparent quench temperatures reported 
in the literature are, however, scattered in value ranging from 
slightly above saturation to well above critical temperatures. 

If the quench temperature is not correctly specified, the 
quench speed would be poorly predicted and comparison of 
hydrodynamic and heat transfer calculations with the ex
perimental data becomes quite difficult. Thus, instead of us
ing a quench temperature correlation, the quench speeds ex
tracted from the experimental data were used in the present 
work to decouple the heat transfer and hydrodynamic aspects 
of reflood from the rewetting problem and analyze them 
independently. 

(c) Heat Transfer and Vapor Generation in the Quench 
Front Region. To calculate heat transfer rates in regions below 
the quench front, the Dittus-Boelter equation and a correla
tion by Chen (1963) were used for convection and subcooled 
nucleate boiling, respectively. The heat transfer coefficient 
predicted by Chen's correlation is unrealistically large if the 
wall superheat is very high. Such a condition exists at the in
stant liquid rewets the metal surface. Therefore, an upper limit 
of 2.3 x 10s W/m2 was placed on the value of the heat 
transfer rate at the quench front. This particular value was ob
tained from the CHF values measured by Cheng and Ragheb 
(1979) for an Inconel-copper composite test section at at
mospheric pressure. 

A significant source of vapor exists at the quench front dur
ing reflood. The heat flux shows a peak during quenching and 
a fraction of this heat transferred from the wall to the sub-
cooled liquid is likely used in generation of vapor bubbles, 
which escape into the vapor film in the inverted annular flow 
regime. Elias and Chambre (1981) explicitly considered this 
source of vapor as the major contributor to the vapor film in 
the entrance region of their inverted annular flow model. In 
the present work, net generation of vapor at the quench front 

Single-phase liquid 
Quench front 

Inverted annular flow 
Transition flow 
Dispersed flow 

2.5 cm 
2.5 cm 

2.5 cm 
33 cm 
33 cm 

17.5 cm 
0.36 cm (axial) 
0.27 cm (radial) 
2.5 cm 
17.5 cm 
17.5 cm 

Reod Input Data 

I Initialize 
Variables 

Solve Inverted Annu
lar Flow Equations 

Solve Dispersed 
Flow Equations 

Solve Single-Phase 
Liquid and Quench 
Front Region Heat 
Transfer Model 

Fig. 3 Overall computational scheme 

was assumed to occur immediately below the quench front 
based on observations from the quartz tube quench ex
periments (Kawaji, 1984). The fraction of heat transferred 
from the wall to the liquid and used for net vapor generation is 
expected to change with the liquid subcooling, but was 
assumed to be constant at 5 percent of the total wall heat flux. 
Since the vapor generated in this region was used as a 
boundary condition in the vapor conservation equations of the 
inverted annular flow model, the use of values larger than 5 
percent resulted in thicker vapor film, lower heat transfer 
rates, and a shorter liquid column due to premature instability 
in the inverted annular flow regime. As shown later, the use of 
5 percent gave reasonable predictions of the liquid column 
height in the early part of all the experiments simulated. 

Numerical Solution Scheme 

As the linear stability analysis described in Part I showed, 
incorporation of the phasic pressure difference has a stabiliz
ing effect against short-wavelength perturbations and permits 
the use of numerical schemes with less implicitness and greater 
computational efficiency. Further simplification in the solu
tion scheme is provided by the fact that the system pressure 
varied little during forced reflooding of a single tube (Kawaji 
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Table 4 Experiments analyzed for model verification 

Run number Initial wall 
temperature (°C) 

Coolant injection 
rate (cm/s) 

Coolant temperature 
at inlet (°C) 

560-7.6-25 
560-12.7-25 
730-12.7-25 
730-17.8-25 

560 
560 
730 
730 

7.6 
12.7 
12.7 
17.8 

25 
25 
25 
25 

et al., 1985), and at atmospheric pressure, only the vapor 
properties are strongly dependent on temperature. 

The numerical solution method adopted in this study is a 
semi-implicit, finite-difference scheme for the inverted an
nular flow equations and an explicit scheme for the dispersed 
flow equations. Numerical stability is enhanced by adopting a 
donor-cell, upwind differencing scheme for convective terms. 
Details of the finite differencing scheme are given by Kawaji 
(1984). 

A computer program was written to perform the numerical 
solution of the finite difference equations with the constitutive 
relations given in Tables 1 and 2. 

In the calculations described below, the flow channel was 
divided into a number of nodal cells for hydrodynamic 
calculations. The nodal cells for heat conduction calculations 
in the channel wall were also specified separately from the 
hydrodynamic cells. The nodal cell sizes used in the calcula
tions presented in this paper are listed in Table 3. Near the 
quench front, a two-dimensional fine mesh is placed in the 
flow channel wall in order to resolve the two-dimensional wall 
temperature gradients. As the quench front moves upward in 
time, the fine mesh is moved along as well by creating and 
destroying the fine mesh nodes downstream and upstream, 
respectively. 

The size of the axial fine mesh used in the present analysis of 
the fast reflooding data was adequate to resolve the large 
temperature gradient in the quench front region. For slow 
reflooding cases in which the axial conduction controls the 
quench speed, the use of a much finer mesh size may be 
necessary to obtain more accurate wall temperature profiles at 
the quench front. 

The overall computation scheme is represented by a flow 
chart shown in Fig. 3. At every time step, the hydrodynamic 
and heat transfer calculations are performed for each cell. The 
time increment for the next time step is computed from the 
hydrodynamic node size and the maximum fluid velocity ob
tained in the previous time step, such that the Courant condi
tion given below is not violated. 

AZ 
-<1 (9) 

Comparison of Model Predictions With Data 

Several of the Inconel tube reflood experiments reported 
previously (Kawaji et al., 1985) were simulated using the two-
fluid model and constitutive relations described in Parts I and 
II of this paper. The initial and boundary conditions of the 
tests shown in Table 4, and selected for model verification, 
were such that the inverted annular flow regime was believed 
to have existed near the quench front at nearly all axial 
locations. 

The wall temperature histories predicted for two of the tests 
with the single-field and multifield models are compared with 
the experimental data in Figs. 4 and 5. In both of these tests, 
the wall temperature predictions are in fair agreement with the 
experimental data. Slight underprediction of wall-to-fluid heat 
transfer rate and overprediction of wall temperature is evident 
for the test involving a higher initial wall temperature (Run 
730-17.8-25). 
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Fig. 4 Multifield model prediction of wall temperature histories (Run 
560-12.7-25) 
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Fig. 5 Multifield model prediction of wall temperature histories (Run 
730-17.8-25) 

In the film boiling region, the interfacial waves were 
predicted as described in Part I and contributed to the in
creased heat transfer rates in this region. However, in Run 
730-17.8-25, the wall temperatures are still overpredicted due 
probably to the limitation of the present one-dimensional 
model in predicting the possibly two-dimensional motion of 
the liquid column. The eccentricity of the liquid core and ran
dom motion in radial and circumferential directions can lead 
to an extremely thin vapor film locally, giving rise to sharp in
creases in the rate of heat transfer especially in regions close to 
the quench front. 
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Fig. 6 Comparison of predicted and measured liquid column height in 
inverted annular flow regime 

The height of the liquid column in the inverted annular flow 
regime was determined based on interfacial wave growth. The 
predictions are compared with the heights estimated from the 
void fraction measurements in Fig. 6. Although the calculated 
breakup lengths are in fair agreement with the data in the early 
part of the transients, they do not decrease with the quench 
front elevation as observed in the data. This may be attributed 
to the use of a constant fraction of heat flux at the quench 
front for the generation of vapor that enters the vapor film in 
the inverted annular flow regime. As the liquid loses subcooi-
ing at higher quench front locations, more vapor is expected to 
enter into the film boiling region and a larger vapor velocity in 
the vapor film would lead to instability of the liquid column at 
shorter distances above the quench front. 

In the dispersed flow regime, the wall temperature predic
tions were overpredicted in experiments with higher initial wall 
temperature (730 °C) for both the single and multifield dis
persed flow models (Fig- 5). For Run 730-17.8-25, the under-
prediction of wall heat flux was noted in the flow transition 
region and the entrance region of the dispersed flow regime as 
shown in Fig. 7. The calculations indicated the presence of 
vapor superheat but a direct comparison of predicted values 
with the data could not be made due to the lack of such 
measurements in the experiment. On the other hand, the mass 
balance calculations shown in Fig. 8 indicate that there is a 
consistent relationship between the hydrodynamic and heat 
transfer calculations. 

The relative contributions of individual heat transfer 
mechanisms calculated by the single-field model as shown in 
Fig. 7 indicate that wall-to-vapor convection is the most domi
nant heat transfer mechanism in the fully developed region of 
the dispersed flow regime. However, the radiative heat 
transfer from the wall to drops and wall-drop interaction are 
calculated to be equally important and together exceed the 
wall-to-vapor convective heat transfer rate in the flow transi
tion region. The contribution of drops is gradually reduced as 
the liquid volume fraction decreases along the flow channel. 
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Fig. 7 Predicted contributions of various heat transfer mechanisms in 
the dispersed flow regime (Run 730-17.8-25) 

The wall-to-vapor radiation is relatively unimportant com
pared to the other mechanisms. 

The axial variation of the predicted wall heat flux in the ful
ly developed region of the dispersed flow regime is in 
reasonable agreement with the experimental results. However, 
the present model still underpredicts the heat transfer rates in 
the flow transition region despite inclusion of a wall-droplet 
interaction mechanism. The prediction can be improved by in
creasing the contribution of the wall-droplet interaction com
ponent as discussed in the next section. Nevertheless, the 
above result gives strong support for the existence of an addi
tional heat transfer mechanism besides convection and radia
tion in the entrance region of the dispersed flow regime, where 
the liquid volume fraction and drop sizes are both significantly 
larger than those further downstream. 

The mass balance comparisons for Run 730-17.8-25 are 
shown in Fig. 8. For this run, the multifield model predictions 
showed better agreement with the experimental data than 
those of the single-field model. However, for other runs with a 
lower initial temperature, opposite results were obtained. 

As shown above, mixed results have been obtained with the 
present multifield approach. Predictions have been improved 
for runs involving a higher initial wall temperature; however, 
the single-field model showed better agreement with the data 
for runs with a lower initial wall temperature. 

The drop velocities calculated by the single and multifield 
models are compared in Fig. 9. Drops with smaller diameters 
are strongly accelerated by the vapor phase and approach their 
terminal velocities downstream. Although the velocities of 
drops in many of the smaller size groups calculated by the 
multifield model exceeded the population-mean velocity of 
drops in the single-field model, the multifield model predic
tions of the population-mean velocities are lower than those of 
the single-field model for both of these tests. This is because 
the smaller size groups contribute little to the overall liquid 
volume fraction. The larger size groups may contain fewer 
drops, but account for the major part of the liquid volume. 

The differences noted above apparently led to the mixed 
results obtained when drops were divided into multiple 
groups. The factors that contributed to the lowering of the 
population-mean velocity in the multifield model calculations 
are not clear at present, but may be related, for example, to 
the correlation used to evaluate the drag coefficient. Factors 
such as deformation of relatively larger droplets, which were 
not considered here, may have a considerable effect on the ac
tual drag force. It should also be noted here that the present 
multifield model does not account for the intragroup transfer 
of mass, momentum, and energy, due to the lack of 
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iquid carryover 
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Fig. 8 Multifield model prediction of mass balance data (Run 
730-17.8-25) 

understanding of the interaction among the drops of different 
sizes. This aspect of the multifield model needs further in
vestigation as it may have a significant effect on the evolution 
of droplet size distribution above the inverted annular flow 
regime. 

Sensitivity Study 

Values of several parameters in the dispersed flow model 
were varied in order to appraise the sensitivity of the predic
tions to the particular values used in the single-field model 
calculations. The study consisted of three cases, in which the 
critical Weber number, flow transition regime length, and 
wall-to-droplet heat transfer rate were varied one at a time, 
and the results compared with the reference single-field model 
predictions described above. 

Case 1: Critical Weber Number. To determine the max
imum stable size of drops, a value of 22 was used for the 
critical Weber number, assuming that the drops are slowly ac
celerated (Hinze, 1955). Adoption of a value larger than 22 
lacks a physical basis and was not considered in this study. 
Decreasing the Weber number, on the other hand, would seem 
to lead to a smaller maximum droplet diameter; however, this 
was not always the case in our model because the maximum 
drop size is determined by the lesser of the maximum stable 
and maximum carryover diameters. 

In tests with a lower initial wall temperature (560 °C), vapor 
velocities in the flow transition and part of the dispersed flow 
regime were predicted to be sufficiently low, so that at a given 
axial location, the maximum carryover diameter in the 
upstream region was found to be limiting the maximum 
droplet size rather than the critical Weber number. 

On the other hand, in tests involving a higher initial wall 
temperature (730°C), significantly higher vapor velocities 
were calculated in the dispersed flow regime, making the max
imum stable diameter more limiting than the maximum en-
trainable diameter. For this case, decreasing the value of the 
critical Weber number affected the model predictions but only 
slightly as shown in Fig. 10. 

Case 2: Flow Transition Regime Length. The larger 
droplet size distribution is used in the flow transition regime, 
and the length of the flow transition regime equal to 33 cm was 
used in the reference calculations based on observation of the 
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Fig. 9 Comparison of population-mean drop velocities calculated by 
single and multifield models 

size of drops reaching an equilibrium distribution at about this 
distance above the point of droplet generation in reflooding 
experiments by Ardron and Hall (1983). The actual length of 
the flow transition regime is, however, difficult to determine 
precisely or to model analytically, since it is likely dependent 
on many factors including the local vapor velocity and liquid 
breakup time. Thus, simulations were made with the length of 
the flow transition regime doubled as shown in Fig. 11. The 
predictions are not overly sensitive to the length selected. 
Similar results have been obtained for other tests. 

Case 3: Wall-to-Drop Heat Transfer Rate. A correlation 
of the film boiling component of the dispersed flow heat 
transfer mechanisms, developed by Forslund and Rohsenow 
(1968), contains an empirical constant that strictly applies to 
the post-CHF heat transfer data for nitrogen. However, the 
same value has been used in the reference calculations de
scribed earlier despite physical differences in fluid properties 
between nitrogen and water. In order to assess the effect of 
this constant, simulations were performed with the constant 
multiplied by a factor of two, as shown in Figs. 10 and 11. For 
runs involving a higher initial wall temperature, better agree
ment was found for the dispersed flow heat transfer with an 
increase in the value of the wall-drop interaction heat transfer 
rate. However, for tests with a lower initial wall temperature, 
poorer agreement with the experimental data was obtained. 

The model predictions were found to be rather insensitive to 
any of the parameters discussed above and that no single 
parameter could be modified to universally improve the 
predictions. 

Conclusions 

A mechanistic multifield model was developed and used to 
analyze the reflooding of a hot vertical tube. Constitutive rela
tions were developed based on the present understanding of 
the mechanisms involved in inverted annular and dispersed 
flow hydrodynamics and heat transfer. The inverted annular 
flow model incorporates the phasic pressure difference, which 
assures numerical stability while allowing prediction of inter-
facial waves due to Kelvin-Helmholtz instabilities. The 
dispersed flow model was solved with both single and 
multifield equations for droplet motion in order to account 
for the effect of droplet size distribution. 

Simulations of a number of reflood experiments involving a 
vertical Inconel tube showed that the model predictions are in 
fair agreement with the data, indicating that many of the con
stitutive relations used in the model properly account for the 
physical mechanisms. The results, however, also point out 
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areas where further investigation of the physical mechanism is 
still needed to improve the model predictions. 

For the inverted annular flow regime, heat transfer rates 
were somewhat underpredicted for experiments with high in
itial wall temperatures (730°C), despite the appearance of in
terfacial waves in the calculated results. Causes of under-
prediction are postulated to be related to the two-dimensional 
motion of the liquid column, which cannot be predicted by the 
present one-dimensional model. 

For the dispersed flow regime downstream, the wall-droplet 
interaction heat transfer was found to be an important factor 
in explaining the strong dependence of heat transfer rate on 
local liquid volume fraction, which had been experimentally 
observed. To improve the wall-to-droplet heat transfer predic
tions, a more detailed study on the interactions of large drops 
with the flow channel wall is recommended. Finally, a com
parison of the single and multifield model predictions for the 
droplet velocities showed differences that significantly af
fected the heat transfer and overall mass balance calculations. 
The effect of intragroup transfer terms, which were neglected 
in the present multifield model, should be evaluated in order 
to determine the relative accuracies of both modeling 
approaches. 
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Parametric Trends for Post-CHF 
Heat Transfer in Rod Bundles 
A3 x 3 rod bundle with a heated shroud was developed to study post-critical-heat-
flux (post-CHF) dispersed-flow boiling. The hot-patch technique was applied to a 
rod bundle, which successfully arrested the quench front at the test section inlet. 
Measurements included mass flux, wall heat flux, inlet equilibrium quality, wall 
temperatures along the bundle axis, and actual vapor temperatures upstream and 
downstream of a spacer grid. The vapor superheat (up to 600°C) increased with in
creasing wall heat flux and decreasing mass flux and vapor quality. The heat parti
tion ratio {fraction of total heat input that goes toward evaporation) was found to 
increase with increasing mass flux and decreasing inlet quality but remained essen
tially independent of heat flux. The results for the rod bundle were found to be in 
good agreement with trends previously reported for post-CHF heat transfer in single 
tubes. 

Introduction 
In flow boiling systems, drastic changes in flow pattern and 

heat transfer mechanisms occur at the critical heat flux (CHF) 
point, beyond which the liquid becomes depleted at the heated 
surface, resulting in low heat transfer coefficients with cor
respondingly high surface temperatures (Chen et al., 1979). 
Depending on the vapor quality at the CHF point, the post-
CHF flow may exhibit the inverse annular flow pattern or the 
dispersed flow pattern. Convective film boiling with this type 
of flow pattern is encountered in such applications as 
cryogenic systems, metallurgical processing, steam generators, 
and nuclear reactor loss-of-coolant accidents. Post-CHF heat 
transfer was often modeled assuming thermodynamic 
equilibrium between vapor and liquid droplets, until Parker 
and Grosh (1962) observed some liquid droplets at equilibrium 
qualities exceeding unity. Obviously, in this nonequilibrium 
situation, actual and equilibrium qualities are not equal. 
Laverty and Rohsenow (1967), Forslund and Rohsenow 
(1968), and Hynek et al. (1969) published early attempts to 
analyze such nonequilibrium dispersed flow boiling. More 
recently, models incorporating nonequilibrium concepts were 
proposed by Plummer et al. (1976), Saha et al. (1977), Jones 
and Zuber (1977), Tong and Young (1974), Groeneveld and 
Delorme (1976), Chen et al. (1979), and Webb et al. (1982). 
Verifications and improvements of such models are greatly 
hampered by the lack of experimental data regarding the 
degree of thermodynamic nonequilibrium in convective boil
ing in rod bundles. 

Successful measurements of nonequilibrium vapor 
temperatures in convective film boiling experiments are very 
limited due to quenching of the measuring probes by the en
trained liquid droplets. Mueller (1967) and Polomik (1967) ob
tained some limited data at high vapor qualities for internal 
flows in tubes. Nijhawan et al. (1980), Gottula et al. (1983), 
and Evans et al. (1983) successfully measured vapor 
superheats for internal flows in tubes. Hochreiter (1977) and 
Loftus et al. (1981) obtained indication of vapor superheats in 
rod bundles for high vapor qualities, but to date, there are on
ly very limited data for nonequilibrium flow film boiling in 
rod bundle geometries. 

In many of the tube experiments, attempts were made to 
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stabilize post-CHF conditions in the test section and permit 
measurements of vapor temperature at fixed distances from 
the CHF location. Groeneveld and Gardiner (1978) proposed 
the use of a large thermal mass (hot patch) at the test section 
inlet. When such a hot patch was preheated to a temperature 
well above Leidenfrost wetting temperature, its thermal inertia 
would arrest the quench front, giving an opportunity to adjust 
the test section power to maintain post-CHF conditions. Such 
a technique was applied successfully for single tube ex
periments by Nijhawan et al. (1980) and Gottula et al. (1983). 

The objective of the present investigation was to study the 
post-CHF heat transfer phenomena experimentally in a 3 x 3 
rod bundle array. The experiment provided simultaneous 
measurements of wall heat flux, nonequilibrium vapor 
temperature, wall temperatures, flow rate, inlet equilibrium 
quality, and system pressure. The hot-patch technique to ob
tain stabilized conditions was applied successfully to the rod 
bundle geometry. This paper describes the test facility and 
presents the data as a set of parametric plots in an attempt to 
delineate the influence of various system parameters on post-
CHF heat transfer phenomena in rod bundles. The parametric 
trends are also compared with observations from earlier ex
periments in a single vertical tube (Nijhawan, 1980). 

Experimental Approach 
A circulating flow boiling loop, shown in Fig. 1, was used 

for the present study. Subcooled water was pumped to a ver
tical boiler tube of 14.3 mm i.d. and 3.66 m length. Direct 
resistive heating of the Inconel 600 alloy tube was used to heat 
and partially vaporize the inlet water, and the two-phase mix
ture was then passed vertically upward through the test sec
tion. The two-phase mixture exiting the test section was throt
tled to the condenser pressure (~1 atm). A separation tank 
was used upstream of the throttling valve to minimize two-
phase flow oscillations during throttling. The condensate 
flowed to a surge tank and then returned to the pump. 

A 3 x 3 rod bundle, simulating pressurized water reactors, 
was selected for the test section. The test section was designed 
to obtain equal pressure drops in all flow subchannels by re
quiring equal hydraulic diameters, leading to the dimensions 
shown in Fig. 2. It was also important to provide equal rates 
of heat addition per unit length per unit mass of flow in each 
subchannel in order to obtain equal vapor qualities in all sub
channels at a given axial level. This required equal heat fluxes 
from all heated rods and the heated shroud. The shroud, made 
of 2-mm-thick Inconel 625 alloy, was heated by radiation 
from a tubular furnace with three independently controlled 
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zones. Twelve chromel-alumel thermocouples were brazed on
to the outside surface of the shroud at different axial 
locations. 

A side view of the test bundle, as given in Fig. 3, shows a 
1.22-m-long test section with a grid spacer located 76 cm from 
the inlet (point A in Fig. 3), and four instrumentation ports 
located on one side of the shroud for vapor temperature and 
pressure measurements. The inlet to the test section contained 
a strainer to provide uniform flow across the bundle cross sec
tion. The test rods (9.5 mm o.d.) were heated internally by 
electrical resistance ribbons embedded in boron nitride. Each 
rod was equipped with 12 thermocouples placed in groves to 
measure the wall temperatures at different axial elevations. 

The hot-patch technique introduced by Groeneveld and 
Gardiner (1978) was modified and utilized in this apparatus to 
prevent both upward and downward propagation of quench 
fronts into the test section. As shown in Fig. 4, the inlet hot 
patch consisted of an outer copper block surrounding the 
shroud, and nine short hot rods each acting as an individual 
hot patch for one of the nine test rods of the bundle. The hot 
rods were similar to test rods in construction but provided 
higher heat fluxes and were individually temperature con
trolled. The exit hot patch consisted of extensions of the test 

Nomenclature 

A 
CHF 

D 
G 
h 

H 
H;g 

L 

= area, m2 

= critical heat flux 
= hydraulic diameter, m 
= mass flux, kg/m2s 
= convective heat transfer 

coefficient, W/m2°C 
= enthalpy, kJ/kg 
= latent heat of vaporization, 

kJ/kg 
= axial distance between CHF 

location and the vapor 
probe, m 

p = pressure, kPa 
Re = evaporation ratio 

q = heat flux, W/cm2 

Q = average heat flux, W/cm2 

T - temperature, °C 
x = vapor mass quality 

Subscripts 

a = actual 
e = equilibrium 

ev = evaporative 

in 
I 

L 
r 
s 
t 
V 

vl 
w 

wv 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

inlet 
liquid 
distance from CHF 
test rod 
saturation 
total 
vapor 
vapor-to-liquid 
wall 
wall-to-vapor 
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rods surrounded by two heated copper blocks. The upper 
block with a conical base was superheated to avoid quenching 
due to the impingement of liquid droplets in the two-phase 
fluid. The conical shape of the block reduced the likelihood of 
liquid droplets falling back onto the test section wall. The 
lower block was also superheated to avoid quenching by the 
liquid collected in the plenum before discharging from the test 
section. 

The vapor temperature probe shown schematically in Fig. 5 
was a modified version of the one developed by Nijhawan 
(1980) and used by Gottula et al. (1983) and Evans et al. 
(1983). The probe diameter was made small enough to pass 
through the clearance gap (3.1 mm) between rods. The bellow 
contained in the probe allowed the traversing measurement of 
lateral variations of vapor superheat within a subchannel. 
Two probes were located upstream and downstream of the 
grid spacer in the test section. Each vapor temperature probe 
consisted of a microthermocouple with its hot junction placed 
within the inner of two concentric capillary tubes. The ends of 
both tubes were sealed closed. Access holes to both tubes were 
drilled at 90 deg displacement as shown in section AA of Fig. 
5. The probe assembly was inserted into the test section so that 
the sampled mixture had to traverse through a 180 deg change 
of direction and then a second 90 deg change of direction 
before passing over the sensing thermocouple junction. Iner-
tial separation of the phase drawn into the probe allowed the 
liquid droplets to be collected and drawn off by aspiration 
through the outer annulus. Aspiration through the inner tube 
ideally caused liquid-free vapor to be drawn past the sensing 
thermocouple junction. Practically, however, some liquid 
droplets were drawn into the inner tube causing some periodic 

quenching of the thermocouple. Due to the small dimensions 
involved, residence time of the sample within the probe was 
minimal, thus preventing any significant equilibration be
tween the two phases before the vapor passed over the ther
mocouple junction. The double tube arrangement also provid
ed radiation shielding. For this design, the error caused by 
radiation from hot walls at operating conditions was 
calculated to be less than 2°C. Judicious control of the dif
ferential aspiration between the inner tube and the outer an
nulus of the probe permitted adjustment of the liquid 
quenching frequency. Time-history plots of the vapor 
temperature, shown in Figs. 6 and 7, were classified according 
to the frequency of liquid quenching as rating 1 through 4. 
The trace corresponding to rating 1 (Fig. 6) indicated very few 
droplets in the probe, and thus the vapor temperature could be 
read right off the chart as the mean corresponding to the top 
of the line indicated. The dips in the temperature trace of 
rating 2 (Fig. 6) were indicative of liquid droplets reaching the 
probe thermocouple as well as the subsequent complete 
recovery of the thermocouple temperature. Figure 7 shows 
two types of traces (rating 3 and 4) that result when larger 
amounts of liquid existed in the test section. At rating 4, the 
probe thermocouple had no opportunity to recover to the 
vapor temperature. In such cases the vapor superheat was in
terpreted as shown on the plot. 

Instrumentation of these tests consisted primarily of ther
mocouples, pressure transducers, power metering devices, and 
flow meters. Standard K type thermocouples were used for 
temperature measurements. The thermocouples that measured 
the saturation temperature and the fluid temperature at the 
boiler inlet were calibrated by a Platinum Resistance 
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Reference Thermometer with estimated uncertainty of 
T 0 . 4 ° C . The wall thermocouples were then calibrated with 
reference to the thermocouple that measured the saturation 
temperature. Maximum uncertainty on wall temperature 
measurements was =F2°C. (Unal, 1986). Vapor temperature 
measurements included additional uncertainties due to chart 
reading and the characteristic of vapor probe response. These 
uncertainties, as discussed by Unal (1986), ranged from T 5 ° C 
to =F 30°C. Vapor superheat data used in this parametric study 
were limited to rating 1, having a =F5°C uncertainty (Unal, 
1986). The power inputs to all components were measured by 
power transducers. Total uncertainties of power metering 
were as follows (Tuzla, 1984): 

Test rod power 

Hot rod power 
Boiler power 

Hot patch power 

0-15 kW range 
15-28 kW range 
0-5.8 kW 
0-10 kW range 
10-14 kW range 
0-5.8 kW 

=Fl59 W 
T297 W 
T 6 0 W 
T 6 5 W 
=F233 W 
T 2 2 W 

Shroud furnace power 0-16.5 kW T130 W 

Flow rates were measured with variable area flow meters, hav
ing uncertainties of: 

0-68 kg/h range 
68-136 kg/h range 

=F 0.41 kg/h 
TO.82 kg/h 

Results and Discussion 

A typical experiment was started by preheating the hot rods 
and hot patches while the two-phase fluid bypassed the test 
section. When the temperatures in the test section reached the 
desired values, the fluid was sent into the test section. With 
such a technique, the hot patches were successful in arresting 
quench fronts and sustaining film boiling with almost constant 
wall temperatures. Data were obtained over the following 
parametric ranges: 

Mass flux 
Pressure 
Inlet equilibrium 
vapor quality 
Heat flux 

7-26 kg/m2s 
105 to 120 kPa 

40 °C subcooled to 0.50 
7-50 kW/m2 

The data of a typical run included measurements of mass 
flux, equilibrium vapor quality at test section inlet, pressure, 
average wall heat flux, wall temperature distribution along the 
test section, and vapor temperatures at the axial positions 
located upstream and downstraam of the spacer grid. 

Figures 8 and 9 illustrate results in two typical runs, in
cluding vapor superheat at two locations and wall temperature 
distribution along the test section. The figures also show the 
equilibrium qualities along the test section axis and the actual 
qualities at the probe locations, calculated from the following 
equation: 

*e, L 
"fg 

Hv(Tv,ps)-H, 
(1) 

The wall superheat temperatures were mainly obtained from 
three representative rods, which are indicated as 1, 2, and 3 in 
Fig. 2. Within the test section length, each of the above rods 
had nine wall thermocouples, with a 150-mm distance between 
them. The indicated vapor superheat temperatures were 
measured at elevations of 150 mm upstream and 200 mm 
downstream of the grid spacer. Axial locations of the spacer 
and the two vapor probes are indicated in the figure by " S " 
and " P , " respectively. Radially, both vapor-probe-sensing 
tips were located at the center of the flow subchannel sur
rounded by rods 1-4. Wall and vapor superheats, in the range 
of 400-800°C and 300-600°C, respectively, were typical for 
these experiments. Such high values of vapor nonequilibrium 
(Tv — Ts), relative to the wall-to-vapor heat transfer driving 
force (Tw — Tv), indicate the inefficiency of vapor-to-liquid 
heat transfer. Also shown in the figures are the desuperheating 
effects of the spacer on wall and vapor temperatures. A com
parison between Figs. 8 and 9 shows that the spacer effects are 
less apparent for lower mass fluxes. Although many data sets 
similar to those shown in Figs. 8 and 9 were obtained, the 
present paper emphasizes the thermohydraulic characteristics 
between the test section inlet (CHF point) and the location of 
the first vapor probe. A detailed study of the effects of grid 
spacer will be considered in a subsequent article. 

Figure 10 is an illustration of the variation of vapor 
superheat, measured by the first probe, with mass flux for a 
range of equilibrium qualities. For a given wall heat flux and 
quality, there is a significant decrease in vapor superheat with 
an increase in mass flux. In addition, vapor superheat 
decreases with an increase in equilibrium quality for a given 
mass flux. The driving force for wall-to-vapor heat transfer, 
(Tw — Tv), is also shown in Fig. 10. For lower qualities, there is 
a noticeable increase in this driving force with an increase in 
mass flux. For high qualities, however, the increase in driving 
force (Tw — Tu) with increased mass flux is insignificant. 

Figure 11 illustrates the variation of vapor and wall 
superheats with wall heat flux, at two different mass fluxes. 
For a given mass flux, the vapor superheat increases with in
creasing wall heat flux, but the driving force for wall-to-vapor 
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heat transfer, (T„ — Tv), remains about constant with increas
ing wall heat flux. These two observations indicate that ineffi
ciency of vapor-to-liquid heat transfer, as compared to wall-
to-vapor heat transfer, becomes more important at higher heat 
fluxes. 

Figure 12 is an illustration of combined effect of mass flux 

and actual vapor quality, Gxa (the actual vapor mass flux at 
the probe location), on the vapor superheat and the driving 
force for wall-to-vapor heat transfer. For a given wall heat 
flux, the vapor superheat decreases with increasing actual 
vapor mass flux. It is again evident that for a given actual 
vapor mass flux, the vapor superheat increases with wall heat 
flux. It is also clear from Fig. 12 that while the driving force 
for vapor-to-liquid heat transfer is decreasing with increasing 
vapor flux, the driving force for wall-to-vapor heat transfer 
stays approximately constant. This observation indicates that 
the inefficiency of vapor-to-liquid heat transfer becomes more 
important at lower vapor fluxes. 

The heat partition ratio {Qev/Q,), an important feature of 
the post-CHF heat transfer phenomenon, is defined as the 
length-averaged fraction of total heat input that goes into 
evaporation of the liquid phase 

R -Qev - r Latent heat of vaporization 

Time'Volume 

r Total heat input 1 

L Time "Volume J 

Re=[ (xaL ~xeCHV)HfgGirD2/Al 

•KDL J 

f (xe,L-xe,cm)Hf!,GirD2/4-\ 

L TDL J 
This parameter also can be expressed as 

R. 
V.CHF 

(2) 

(3) 
Ae,L -*e,CHF 

which represents the ratio of the increase in the actual vapor 
quality past dryout, to the increase in equilibrium quality. 
Moreover, when radiation and liquid-wall contact heat 
transfer are neglected, Qev and Q, could be expressed as 

Q„={hA)AT„-T.) 

Q,= (hA)wv(Tw-Tv) 

and the evaporation ratio would be 

Qev f (hA)vl 1 T T„-T, 

(4) 

(5) 

(6) 
Q, L ( M ) W J L ^ - r . J 

Figure 13 shows the variation of the heat partition ratio as a 
function of the ratio of the driving forces, (Tv — Ts)/ 
(Tw — Tv), Each subset represents data points at constant 

R,=- =rJMMxr
 u~Ts i 
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mass flux and constant vapor quality at the inlet of the test 
section. When radiation heat transfer and liquid-wall contact 
heat transfer are neglected, the slope of each line is the ratio of 
corresponding heat transfer coefficients multiplied by the heat 
transfer surfaces, (hA)vl/(hA)wv (see equation (6)). For the 
same mass flux but different inlet qualities, the slopes are 
almost the same, indicating similar ratios of (hA)v//(hA)wv. 
The slope increases with increasing mass flux, which shows 
that (hA) v/ increases faster than (JiA) wv with increasing mass 
flux. It is also shown in Fig. 13 that the heat partition ratio in
creases with decreasing inlet quality for a given value of the 
ratio of the driving forces. This is explained by noting that at 
low inlet qualities, the wall and vapor superheats are expected 
to be higher due to the low actual vapor mass flux in the chan
nel, and thus the evaporative heat flux is higher due to the high 
vapor-to-liquid heat transfer driving force, (Tv — Ts). 

The effect of mass flux is further isolated and presented in 
Fig. 14, for a range of inlet qualities. For a given inlet quality 
the heat partition ratio increases with increasing mass flux. 
This observation supports one of the conclusions from Fig. 
13, that (hA)vl increases faster than (hA)wv with increasing 
mass flux. It is again evident that for a given mass flux, the 

heat partition ratio increases with decreasing inlet quality due 
to reasons explained above. 

The present results are compared to those obtained by 
Nijhawan (1980) in a single vertical tube. Figure 15 is an il
lustration of the variation of vapor superheat for both the 
single tube and the rod bundle with the actual vapor mass flux. 
Symbols and solid lines are used for the Nijhawan's tube data, 
and dotted lines represent the present rod bundle data. It is 
seen that the vapor superheat decreases with increasing actual 
vapor mass flux for both geometries. However, the decrease 
for the rod bundle is slightly faster. It is also evident that for 
both geometries, the vapor superheat increases with increasing 
wall heat flux for a given actual vapor mass flux. Figure 15 
also shows that for a given vapor mass flux and wall heat flux, 
the magnitude of the vapor superheat in the rod bundle ex
periments is significantly higher than that in the tube ex
periments. Such significant differences in superheats may be 
due to the differences in heated surface to volume ratios. 
Figure 15 indicates that, although vapor superheats are 
relatively high in magnitude for the rod bundle geometry, the 
parametric trend of the vapor superheat is consistent with that 
obtained for a single tube geometry. It decreases with increas
ing actual vapor mass flux (consequently with increasing mass 
flux for a given quality, or with increasing quality for a given 
mass flux), and increases with increasing total wall heat flux. 

Figure 16 compares the heat partition ratio as a function of 
the ratio of the driving forces for heat transfer 
(Tv — TS)/(TW — Tv), for the rod bundle and tube ex
periments. Figure 16 is similar to Fig. 13 with the addition of 
the single-tube results obtained from Nijhawan (1980). Each 
line represents data for given mass flux and inlet vapor quali
ty. In spite of differences in heated surface-to-volume ratios 
for the two geometries, the following common conclusions 
can be drawn. For a given inlet quality, the slopes of the lines, 
corresponding to (hA)ul/(hA)wv, increase with increasing 
mass flux. Moreover, the slopes of the lines do not change 
with inlet quality. Furthermore, for the same ratio of the 
temperature differences, the heat partition ratio increases with 
decreasing inlet quality. In conclusion, Fig. 16 indicates that 
the behaviors obtained for the rod bundle are in agreement 
with that observed earlier on single tube. 

Conclusions 

Experimental data for post-CHF heat transfer are reported 
for a nine-rod bundle. 

Vapor superheats up to 600°C, indicating high levels of 
thermodynamic nonequilibrium between phases, were 
measured. Such vapor superheats were found to increase with 
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increasing total wall heat flux and to decrease with increasing 
mass flux and vapor quality. The wall-to-vapor heat transfer 
driving force, (Tw — Tv), was found to be essentially inde
pendent of vapor mass flux, total mass flux, and total wall 
heat flux. 

Distributions of wall temperatures showed that the 
desuperheating effects of spacers on wall and vapor 
temperatures were functions of inlet quality and mass flux. 

The heat partition ratio, Qev/Q,, was found to increase with 
increasing mass flux. This implied an increase in the ratio 
(hA)vi/(hA)wv with increasing mass flux. The heat partition 
ratio was also found to increase with decreasing inlet quality, 
due to an increase in vapor-to-liquid heat transfer driving 
force, (Tv — Ts). Finally, the heat partition ratio appeared to 
be independent of the total wall heat flux. 

These parametric trends for the rod bundle were found to be 
in good agreement with those reported for single tubes. 
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Effects of Size of Simulated 
Microelectronic Chips on Boiling 
and Critical Heat Flux 
Microelectronic chips were simulated with thin foil heaters supplied with d-c power 
and arranged in two vertical configurations: flush mounted on a circuit board 
substrate or protruding from the substrate about 1 mm. Heat transfer characteristics 
(midpoint) were obtained with varying height (1 mm to 80 mm) and width (2.5 
mm to 70 mm) in R-113. Two types of incipient boiling temperature overshoot were 
observed with saturated boiling. The inception of boiling depended greatly on the 
location of the active boiling sites on the heater. For arrays, the inception of boiling 
for the top heater took place at lower superheat than for the bottom heater. Heater 
size had no effect on established boiling, in contrast to results reported previously in 
the literature. The critical heat flux for wide heaters increased with decreasing heater 
height, as expected. The critical heat flux also increased with decreasing width. Cor
relations are presented that describe these effects. 

Introduction 
Extreme miniaturization of electronic devices has required 

the development of sophisticated cooling technology because 
the failure of microelectronic chips increases exponentially as 
the junction temperature increases. Direct immersion cooling 
in inert, dielectric liquids offers the possibility of providing 
cooling for all devices in an array, reducing device 
temperatures, and minimizing variations in device 
temperatures. It is important in the development of immersion 
cooling systems, for both normal operation and testing of 
microelectronic chips, to predict the heat transfer 
characteristics accurately for nucleate boiling as well as critical 
heat flux (CHF). 

Few boiling curves for small vertical heaters are available. 
Baker (1972, 1973) reported the heat transfer characteristics of 
thin film resistors, flush-mounted on a substrate, which were 
twice as wide as they were high: 4.6 mm X 2.3 mm, 9.8 mm x 
4.9 mm, and 20 mm x 10 mm. The surfaces were placed ver
tically in liquid Freon-113 (R-113). A single thermocouple 
monitored the midpoint chip temperature. Baker's boiling 
curves with R-113, shown in Fig. 1, exhibit pronounced shifts 
in the established boiling behavior as chip size decreases. He 
suggested qualitatively that the increases were due to leading 
edge and side flow effects, a contention that has not been 
substantiated. 

Prediction of CHF is of considerable importance for 
estimating the maximum power of electronic components. 
Pool boiling CHF has been studied extensively with ex
perimental and analytical methods, as surveyed by Efimov 
(1972) and Bergles (1975). The work done on CHF is divided 
into hydrodynamic and nonhydrodynamic aspects. The 
hydrodynamic instability concept suggested by Kutateladze 
(1948) was analytically clarified with instability theory, for a 
large horizontal plate, by Zuber (1958). This theory, which has 
some flexibility in the form of an empirical lead constant, pro
vides a reasonable prediction of CHF for many situations of 
practical interest. It was recognized shortly thereafter, 
however, that modifications to the theory were required for 
other heater configurations (Bobrovich et al., 1964). As sum
marized by Lienhard and Dhir (1973), significant increases of 
CHF are observed as the diameter of a sphere, diameter of a 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 18, 
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horizontal cylinder, or height of wide vertical ribbon is 
decreased. 

Of particular interest to the present study is the latter situa
tions with one face insulated. Using the hydrodynamic in
stability model with several empirical constants, Lienhard and 
Dhir (1973) proposed the following correlation of their data 
and those of Adams (1962): 

Qchf 

Qchf.z 
= 1.4/(//')0'25 f o r / / ' < 6 

and 

where 

Qchf 

Qc'hf.z 
= 0.9fori/'>6 

(1) 

(2) 

H'=H[g(pf-Pv)/af 

Fig. 1 Baker's boiling curves (1972) 
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MOUNTING HOLE 

THERMOCOUPLE 

Fig. 2 Experimental apparatus 

and 

q'thu = 0.131 hfgpv[a(P/~Pv)g/pl]0-25 

which is the CHF prediction of Zuber (1958). An intrinsic 
variability of ±15 percent was noted for ribbon heaters in 
general. 

Nonhydrodynamic aspects have been discussed by many in
vestigators, e.g., Bernath (1960); Carne and Charlesworth 
(1966); Tachibana et al. (1967). It has been reported that CHF 
depends on the properties, thickness, and surface condition of 
the heaters as well as the type of power (Bergles, 1975). The 
Carne and Charlesworth (1966) study of CHF for vertical sur
faces was carried out with «-propanol at atmospheric pressure 
using five different heater metals. For the tests with one face 
insulated, critical heat flux increased by as much as 76 percent 
as the product of thermal conductivity and thickness of the 
strips increased. 

The existing data for CHF were obtained primarily from 
heating surfaces that were large in at least one dimension (the 
width). The heat dissipation area of typical microelectronic 
chips is very small in two dimensions (about 5 mm x 5 mm). 
Very few data for CHF are available for such small heat 
sources. 

The purpose of the present study was to clarify the 
dependence of boiling heat transfer performance on heater 
size through a systematic experimental investigation. The ex
perimental study was extended to boiling for arrays of small 
heaters. Of particular interest were incipient boiling, the 
established boiling curve, and CHF. 

Experimental Apparatus and Procedure 

Experimental Apparatus. The experiments were carried 
out with Freon-TF (R-113) in an insulated tank 273 mm x 127 
mm x 152 mm high with a plexiglass cover as shown in Fig. 2. 
R-113 was selected because it is inexpensive and easy to handle 
at room temperature. Its properties are similar to those of 

THERMOCOUPLE 

" C I R C U I T BOARD 

Fig. 3 Test section details 

CIRCUIT BOARD~ 

CIRCUIT HOARD 
WITH COPPER 
CLADDING v 

CIRCUIT BOARD PIFXir,!/ 
"""-" WITHOUT COPPER. ILLXIbD 

CLADDING 

U) (b) 

Fig. 4 Test-section assembly for multiple heaters: (a) front view, (b) 
view from left 

dielectric liquids commonly used for direct immersion cooling 
of microelectronic components. 

A circuit board (glass epoxy G-10) clad with copper on one 
side was the basis of the test section, as shown in Fig. 3. The 
copper cladding in the center was removed by a razor blade to 
make room for the foil heater. Three kinds of foil were used in 
this study: 25.4-fan-thick steel, 10 /nm-thick constantan, and 
12.7-/im-thick nichrome. M610 epoxy resin (Measurements 
Group, Inc.) was used to bond the foil to the circuit board. 
The foil and copper cladding were then soldered to the 
25.4-/xm brass foil for the electrical connections. Direct-
current power to the test section was supplied by a 50-A power 
supply. The surface was left in the original polished condition 
and cleaned with Freon-TF. Plexiglass was added on the back 
side of the circuit board for insulation and to guide the ther
mocouple wires. 

A single thermocouple (36-gage copper-constantan) was 
placed at the back center of each foil, and the junction was 
electrically insulated from the heater. The midpoint of the 

Nomenclature 

C„ = 

Gr? = 

H 
H' 

h 
hte 

specific heat at constant 
pressure / = 
vertical pitch between 
heaters k = 
gravitational acceleration Nuc = 
modified Grashof number 
at center of heater Pr = 
= gpqe'(H/2)*/kit q» = 
height of heater q'^hf = 
nondimensional height of Raj = 
the heater = 
H[g(pf~Pv)/a]0-5 Tb = 
heat transfer coefficient Ts = 
latent heat of vaporization r = 

induced-convection 
parameter = (pj-Wo/p2)0-5 

thermal conductivity 
Nusselt number at center of 
heater = hH/2k 
Prandtl number = Cp\x,/k 
heat flux at center of heater 
critical heat flux 
Rayleigh number at center 
of heater = Gr*Pr 
bulk liquid temperature 
saturation temperature 
wall temperature 

ATS = wall superheat = Tw — Ts 

W = width of test section 
/3 = coefficient of thermal 

expansion 
ix = dynamic viscosity of liquid 
v = kinematic viscosity of 

liquid 
pf = density of liquid 
p„ = density of vapor 
a = surface tension 

All properties were evaluated at the film 
temperature, (Tw + Tb)/2, unless other
wise noted. 
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Fig. 5 (a) Schematic layout of in-line heaters; (b) protruding heater 
details—top view 
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Fig. 6 Test section for variations of: (a) height, (b) width with fixed 
height, and (c) height with fixed width 

heater was chosen as being representative of the thermal per
formance of a microelectronic chip. 

The pool was thoroughly degassed prior to operation. When 
generating boiling curves and obtaining CHF data, the pool 
was maintained at saturation temperature by the tank heater 
and the test section. This was confirmed by a thermocouple 
located near the test section. 

Boiling Experiment. Only nichrome foil heaters were used 
in the original polished condition. The main variable for the 
single flush heaters was the width of the heated surface (5 mm 
or 10 mm high and 5 mm to 60 mm wide). Array heaters (5 
mm x 5 mm) were installed on strips of circuit board. These 
strips were then stacked on plain circuit boards and sand
wiched with copper bus bars and plexiglass retainers as shown 
in Fig. 4. To avoid contact-resistance problems, the heaters 
were joined at both ends with soldered shorting strips. Arrays 
of in-line flush surfaces are shown in Fig. 5(«). 

Microelectronic chips normally protrude from the 
substrate. To simulate this real situation, experiments were 
also carried out with single, protruding, simulated chips and 
an array of such chips. Small pieces of the bare circuit board 
were added to simulate the shape of the microelectronic chips 
as shown in Fig. 5(b). The chip model (4.9 mm x 5.3 mm 

Fig. 7 Typical boiling curves 

wide) was built out so that the face of the heating foil was 1.1 
mm from the substrate. This is comparable to silicon thermal 
chips studied previously (Hwang and Moran, 1981; Oktay, 
1982). 

CHF Experiments. Foil heaters of the three different 
materials were used in these tests. The main variables for the 
CHF experiments were the width and height of the heaters as 
shown in Fig. 6. A variation in the height of the heaters from 1 
to 5 mm was tested for wide test sections. The width varied 
from 2.5 to 70 mm for a fixed height of about 5 mm. Tall 
heaters with a fixed width of about 5 mm were tested with a 
variation of the height from 5 to 80 mm. The electrical bus 
connections are also indicated in Fig. 6. 

The vapor formation was observed visually near CHF. Still 
photographs were obtained with a Canon AE-1 camera to 
which was attached a zoom lens 85 mm to 205 mm or a 135 
mm telephoto lens with close-up rings (Nos. 1, 2, 3). The shut
ter speed was 1/1000 second and the aperture was about f/4. 
Two 100-W frosted lights from the top and two 200-W flood 
lights from the bottom were used. With this arrangement, 
good pictures were obtained with Ektachrome 160 slide film. 

Each test section was used only one time to measure CHF. 
The power was shut off as soon as possible to prevent R-113 
decomposition at high temperature after CHF occurred. After 
about four CHF tests were conducted with approximately one-
half gallon of R-113, fresh R-113 was used. 

Data Reduction. The nominal heat flux, calculated from 
the voltage drop across the heater and current across a 
calibrated shunt, was corrected for the back side heat loss and 
heat loss to the electrical connections. These heat loss correc
tions, evaluated at the midpoint of the test section, totaled 
about 10 to 15 percent for natural convection (5 mm x 5 mm 
surface) and were negligible for boiling and CHF. The main 
correction was heat loss to the back side. The very small 
temperature drop between the thermocouple junction and the 
outer foil surface was neglected. It was confirmed by calcula
tion and experiment that the conduction loss through the ther
mocouple leads was negligible. 

Experimental Results and Discussion 

Pool Boiling for Single Heaters. Typical boiling curves for 
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Fig. 8 Boiling data displaying large temperature overshoot 
Fig. 9 Comparison of boiling curves for heaters of different width 

chip-size heaters are shown in Figs. 7 and 8. The natural-
convection base line is the Fujii and Fujii (1976) correlation of 
laminar boundary layer solutions for a vertical surface with 
constant heat flux 

Nu„ = 
Pr 

4 + 9VPr+10Pr' 
(GrJPr)0 (3) 

The deviation of the data from predicted values is due to width 
and leading edge effects (Park and Bergles, 1987). 

As shown in Fig. 7, the fully developed boiling curve is in 
good agreement with other data of the present research pro
gram. Also, the boiling curves of the present studies are in 
good agreement with data for fluorocarbon liquids and 
surface-independent correlations based on these data (Arm
strong, 1966; Stephan and Abdelsalam, 1980). 

A main point of interest is the thermal response at low ap
plied heat flux. As the heat flux was increased, boiling was 
generally observed first at the top of the heater, and nuclea-
tion propagated from top to bottom as the heat flux was 
gradually increased. Then, as shown in Fig. 7, a relatively 
small temperature decrease (9 K) took place when boiling 
propagated to the location of the thermocouple junction. 
Sometimes the superheat was increased without early nuclea-
tion occurring at the top; then, the boiling took place suddenly 
over the entire heating surface with a decrease of about 19 K, 
as shown in Fig. 8. On other occasions, a double overshoot 
was observed, as shown in Fig. 9. The overshoots are 
characteristic of R-113 and other fluorochlorocarbons or 
fluorocarbons, which tend to deactivate nucleation sites when 
the pool is subcooled because of the near-zero contact angle. 
The occasional two-step overshoot could be due to irregular 
distribution of active boiling sites near the location of the ther
mocouple junction. It is speculated that the first overshoot 
took place when there were a few boiling sites below the loca
tion of thermocouple. The second overshoot occurred when 
the boling sites near the location of thermocouple finally 
became active. While power was decreased, sometimes the 
temperature increased as shown in Fig. 9. This unusual 
behavior was observed only a few times and was apparently 
due to deactivation of some nucleation sites. There is no ob
vious explanation why the temperature overshoots were 
always observed in the present study while Baker (Fig. 1) 
reported no such behavior. 

FOIL HEATER 
H = 4.6 mm, W = 5.1 mm 
1.1 m PROTRUDING HEATER 
P-U3 
T = 46.7 °C 

i i I i i i I 

Fig. 10 Boiling data for single protruding heater compared with single 
flush heater 

The boiling curves with wider heaters (60 mm wide x 5.6 
mm high and 40 mm wide x 5.6 mm high) are presented in 
Fig. 9. The difference in the developed boiling curves for these 
two heaters is negligible, and the data are in excellent agree
ment with the data for the 5-mm-wide heater (Figs. 7 and 8). 
Similar results were obtained for a 5-mm-wide x 10-mm-high 
heater. This insensitivity to heater size is also contrary to the 
results of Baker shown in Fig. 1. 

The boiling curve for the single protruding surface is in 
good agreement with that for the single flush surface, as 
shown in Fig. 10. 

Pool Boiling for Array of Heaters. Boiling tests were car
ried out with two in-line surfaces (flush or protruding) with 
fixed spacing. Heat transfer characteristics for natural convec
tion in arrays of heaters have been discussed in detail by Park 
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Fig. 12 Boiling data for two protruding in-line heaters 

and Bergles (1987). Boiling inception occurred earlier with the 
top surface than with the bottom surfaces, as shown in Fig. 11 
for the flush surfaces and in Fig. 12 for the protruding sur
faces. Thus, the top heaters had smaller temperature over
shoots than the bottom heaters. These smaller overshoots 
could be due to the plume from the bottom heater. The 
established boiling curves for either heater in an array were 
essentially the same for the flush and smooth surfaces. 

Critical Heat Flux. The photographic observations yielded 
some insight into the boiling process near CHF. For the stand
ard 5-mm-high test section, as heater width was reduced, 
fewer vapor columns were observed. There were four vapor 
columns when the width was 40 mm, two vapor columns when 
the width was 20 mm, and one vapor column when the width 
was less than 10 mm. The number of columns agreed generally 
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ADAMS (1962) 
LIENHARD S DHIR (1973) 
LIENHARD & DHIR (1973) 
CARNE £ CHARLESWORTH (1966) 

Fig. 13 Comparison between all available CHF data and correlations 
for the wide heaters 

with the hydrodynamic model of Lienhard and Dhir except 
that columns were discontinuous and sometimes it was dif
ficult to determine the number of columns. Close to CHF, 
large vapor masses appeared first at the top surface and then 
propagated toward the bottom. Nucleate boiling took place at 
the bottom even after the CHF condition had occurred at the 
top. 

Carbon deposits appeared above the center on the nichrome 
of constantan foil test sections after the CHF was exceeded. 
These deposits resulted from high-temperature decomposition 
of the R-113. The test sections were not physically destroyed 
except for the 1-mm and 2-mm-high test sections. With these 
heaters, the wall temperature increased suddenly by more than 
100 K and the foil was separated from the substrate due to 
deterioration of the epoxy bond. All stainless steel heaters 
were physically burned through. 

Data for the short, but wide (W > 20 mm) heaters are plot
ted in Fig. 13 according to the coordinates of equation (1). In
cluded are all of the data that seem to be available for this con
figuration. The present data and the data of Lienhard and 
Dhir (1973) exhibit the usual scatter resulting from the 
stochastic nature of CHF. Both studies suggest that this scat
ter is larger as the heater height is reduced. 

The wide variation in the data of Carne and Charlesworth 
(1966) was attributed by these investigators to the variations in 
thermal conductance. By changing material and thickness, the 
value of kt was varied by almost three orders of magnitude 
and the CHF increased by nearly a factor of ten. A conduction 
analysis qualitatively supported this trend. According to these 
results, the present data as well as those of Lienhard and Dhir 
(1973) could reflect reduced CHF because of kt values lower 
than the lowest values considered by Carne and Charlesworth. 
However, both sets of data exhibit the expected increase in 
CHF ratio as H' is reduced. Furthermore, the present data do 
not exhibit a definitive change in CHF as kt is changed from 
1.6 x 10~4 W/K (nichrome) to 10.9 x 10"4 W/K (stainless 
steel). Further work seems necessary to confirm whether kt 
really has a significant effect at low H'. It should be noted 
that the heaters used by Adams (1962) were relatively massive 
so that no complications due to thermal conductance are ex
pected. Another potential problem is that the inflow condi
tions to the heaters vary from the larger substrate in the 
present tests to a simple insulated backing covering only the 
heater as apparently used in the Lienhard and Dhir tests. 

In view of the uncertain effects of heater thermal conduc
tance and test section construction, these effects were ignored 
and all of the data were included in a correlation. The correla
tion (Churchill-Usagi type (1972)) was obtained using the 
Statistical Analysis System (SAS) package. The Marquart 
nonlinear regression method was used with 10 ~4 convergence 
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criteria. The correlation of all the available data shown in Fig. 
13 is 

<Zrt/ 
= 0.86 

1chf,z 
1+-

152 
(4) 

Given the few data at large H', the difference between the 
present asymptote (0.86) and that of Lienhard and Dhir (0.90) 
is not significant. More data are also required in this region to 
refine the correlation. 

CHF data for the 5-mm-high heaters were collected to deter
mine the effects of variation of the width. The induced-
convection parameter (Kutateladze, 1959) 

/ = (pjWa/ti2)^ (5) 

was chosen to nondimensionalize the width. CHF increased 
significantly as the width of the test section decreased, as 
shown in Fig. 14. The scatter in the data is greater than that 
observed with the wide heaters but again there is no particular 
effect of the thermal conductance. Increased randomness in 
the CHF process is expected as the test section size decreases 
because smaller heat transfer surfaces are more sensitive to 
local increases in nucleation site density and small imperfec
tions in the surface, which give rise to local hot spots. 

Induced flow from sides due to the Bernoulli effect is a 
possible reason for increasing CHF when there is only one 
vapor jet. Statistical methods were again used to obtain a cor
relation for the width effect of the heater. In equation (6) the 
asymptote for wide heaters (0.93) was calculated from equa
tion (4) for the 5-mm height. 

q'kj - ~ l \ 52 13.7 
= 0.93 

Qchf,z 

r 52 n (6) 

The CHF locations for the shorter 5-mm-wide test sections 
were at the top, but the CHF locations for the taller test sec
tions were closer to the middle, as depicted in Fig. 15. CHF 
decreased as the height (5 mm width) increased, reaching an 
asymptotic value of approximately 0.7 q"h/,z a s shown in Fig. 
16. CHF data for the tall heater are thus about 20 percent 
lower than data for the wide heater. The statistical correla
tions for the height effect (5 mm width) is 

Qchf 

Ichf.z 

r 241,3001' 
= 0.7 1+ -r^-l (7) 

It is significant that the CHF occurs at approximately the 
same height for the two taller test sections (Fig. 15c?, e). This 
behavior suggests a critical height for the onset of 
hydrodynamic instability associated with formation of the 
vapor jet along the heater. Although the jets for vertical rib
bon heaters are assumed to be found above the heaters 
(Lienhard and Dhir, 1973), the present heaters are much 
higher than any that have been tested in the past. The present 
visual observations were limited so that the presence of such 
jets could not be confirmed. The actual CHF data (Fig. 16) 
then suggest that if the heater is below the critical height, a 
higher CHF can be tolerated (Fig. 15a, b, c) while if the critical 
height is exceeded, the CHF is reduced (Fig. 15c?, e) and stays 
essentially constant. 

The heater thermal conductance does affect these data. As 
shown in Fig. 16, the lower conductance nichrome data are 
distinctly below the stainless steel data. This is consistent with 
the above interpretation because an instability on the heated 
surface is likely to be delayed if temporary local overheating 
can be mitigated by conduction within the heater. 

The height and width correlations for CHF are plotted in 
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Fig. 17. As the height and width increase, CHF decreases. For 
a specific size of the heater, CHF can be estimated from this 
figure. 

Conclusions 

This study has clarified a number of the unique phenomena 
associated with boiling on small heaters simulating microelec
tronic chips. While increasing power during boiling of R-113, 
the temperature overshoot prior to incipient boiling depends 
strongly on the location of the boiling sites on the heating sur
face, and two types of overshoot were observed. An increase 
in wall superheat was observed with decreasing power at low 
heat flux as nucleation sites were deactivated. The boiling 
curves for different widths agree very well and it is concluded 
that the size effect reported by Baker (1972) is incorrect. 

In boiling from two in-line flush or protruding heaters, the 
inception of boiling for the top surfaces took place at lower 
superheat than for the bottom surfaces. There is very little dif
ference in the established boiling behavior for the top and bot
tom surfaces, for either flush or protruding surfaces. 

Critical heat flux data were obtained with considerable 
variation of the width and height for these vertical heaters 
with one side insulated. As the height or width become small, 
CHF increases. By statistical methods, nondimensionalized 
critical heat fluxes were correlated as a function of the non
dimensionalized height and width. The maximum nucleate 
boiling heat flux for microelectronic chips can be estimated 
from the correlations. 
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Stability of Single-Phase Natural 
Circulation With Inverted U-Tube 
Steam Generators 
For natural circulation it is shown that parallel flow in the tubes of an inverted U-
tube steam generator can be, at certain power levels, unstable. A mathematical 
model, based on one-dimensional Oberbeck-Boussinesq equations, shows that 
stability can be attained if in some tubes the water flows backward, opposite to the 
normal flow direction. The results are compared to measurements obtained from the 
natural circulation test A2-77A in the LOBI-MOD2 integral system test facility. 

1 Introduction 

Natural circulation in a pressurized water reactor (PWR) 
cooling system affects the transport of decay heat from the 
core to the steam generators when the main coolant pumps are 
stopped. A usual assumption for calculation of single-phase 
natural circulation is that the same flow exists in all U-tubes of 
the steam generator. It will be shown that this situation can be 
unstable for a range of decay heat power levels. Instead, 
stability can be attained when flow is parallel in most of the U-
tubes, while in some other tubes flow is directed backward, 
returning from the tube outlet to the inlet plenum. 

The phenomenon was observed in the LOBI-MOD2 ther-
mohydraulic integral system test facility (a scaled model of a 
PWR system) during the natural circulation test A2-77A. De 
Santi et al. (1986) have shown that in one of the instrumented 
U-tubes fluid temperatures were measured identical to the 
secondary side temperature, indicating that no hot fluid was 
entering this tube, i.e., flow is either stalled or reverse. That 
flow is actually reverse can be experimentally deduced from 
the pressure difference of the inlet to outlet plenums and from 
the tube inlet plenum temperature, which results from mixing 
hot leg fluid from the core with colder water returning through 
other tubes in the steam generator. In an earlier natural cir
culation experiment at the Semiscale facility, nonuniform flow 
distribution between U-tubes also was observed. The data 
showed that in a repetition of the test the distribution of the 
flow regimes among tubes changed (Loomis and Soda, 1982), 
indicating a phenomenon of flow instability. 

A physical explanation for the instability can be derived 
from the fluid temperature distribution within a U-tube, 
leading to a buoyancy force in the flow direction. This 
buoyancy can, for natural circulation, exceed friction and 
creates a pressure increase over the steam generator; i.e. the 
pressure in the outlet plenum is higher than in the inlet 
plenum. This can drive flow in some tubes in the reverse 
direction. 

In the first part of this study a mathematical model for 
natural circulation flow is developed. This shows the condi
tions for which parallel flow in all U-tubes is an unstable solu
tion of the equations. In the next part, the stability of flow is 
investigated for the case in which water flows backward in 
some of the tubes. The results of the calculations are then 
compared with measurements from the LOBI experiment. 

2 Mathematical Model of the PWR Circuit 

Natural circulation flow in a PWR primary circuit is driven 
by density differences in the cooling water. The (decay) heat, 
supplied by the fuel rods, heats the coolant (water), bringing it 
to a lower density. This causes the water to rise from the 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
10, 1986. Keywords: Boiling, Multiphase Flows. 

pressure vessel into the steam generator U-tubes, where the 
heat is removed by the secondary circuit. A simplified 
schematic of the circuit is shown in Fig. 1. 

Density-driven flow can be mathematically described by the 
Oberbeck-Boussinesq equations. In these equations the fluid 
is assumed to have a uniform density; density differences are 
recognized only in those terms that drive the motion. A discus
sion of the equations is given by Joseph (1976). Here it will be 
sufficient to consider only one-dimensional flow. The follow
ing assumptions are made to derive the flow equations: 

1 Density differences are considered only in the gravity 
body force term. 

2 Density changes are induced by changes of temperature 
(7) and not by pressure (p). 

3 The equation of state for the density p = p(T) is linear
ized relative to secondary temperature (Ts) and the density at 
that temperature (p0) 

p(T)=Poa-*(T-Ts)) (1) 

where 

/ l dp(T,p)\ 

V p dT / 

4 Heat conduction in the liquid is neglected since heat 
transport is effected by convection in the water and conduc
tion in the tube walls. 

5 Temperature changes along the flow path are not con
sidered for friction or heat transfer coefficients. 
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circuit, s 
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Fig. 1 Simplified schematic of PWR cooling circuit to identify principal 
variables used in the calculation 
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6 The flow is sufficiently slow to neglect heat generated by 
friction. 

Flow in U-lubes. A direct consequence of the above 
assumptions is that the velocity v is constant over the length of 
a U-tube. Here the flow shall be assumed to be directed in the 
normal direction of circulation flow. The equations for 
momentum and energy are: 

dv dp £ 

dx D 
Po. 

and 

dT dT 

'~dx 
= -\(T-Ts) 

(2) 

(3) 

The coordinate x is in the normal flow direction, as in
dicated in Fig. 1, and D is the inner diameter of the U-tubes. 
For the influence of gravity (g) the negative sign in equation 
(2) stands for the rising leg and the " + " sign for the falling 
leg of the tube. The radius of the upper bend is small and not 
explicitly considered. Friction is characterized by a velocity-
dependent friction coefficient £ = £(t/), which contains a con
tribution for the tube inlet and outlet pressure loss. The in
fluence of momentum, resulting from flow in the plenums and 
from mixing of parallel tubes with different velocities is 
neglected because, due to the large cross-sectional area, flow 
in the plenums is very slow (at LOBI about six times slower 
than within the U-tubes). The coefficient \ = \(v) in the 
energy equation (3) describes the heat transfer through the 
tube wall into the water and is discussed in the Appendix. 

Steady-state temperature and pressure in the U-tubes are 
calculated with the inlet conditions p, and Tt. The 
temperature along the tube of length L, 0 < x < L , is solved 
from equation (3) 

T(x) = Ts+(Ti-Ts)e~ (4) 

This allows us to calculate the pressure, which is for the ris
ing leg, 0 < x < < L / 2 , 

p(x)=pl-Pogx 

, PoSa . „ „ . [ —VI ? Po • 
(5) 

and for the falling leg, — < x < L , 

p(x)=pl+Pog(x-L) 

PaS<X 
+ - -v(T, > [ -

_X__L_ x 
2e~ v 2 +e n 

D 2 
(6) 

The pressure difference over the tube (p2 = outlet pressure) 

Pi 
„ PoSa ( — ^ \ 2 $L Po 

-pl=^-^v(Tl-Ts)(l-e i» J -——v2 (7) 

and the outlet temperature T2 = T(L) is 

x 
L T2 = TS+(T{-Ts)e^ v (8) 

Flow in the Heating Circuit. The "heating circuit" shall 
comprise the whole primary circuit, modeled as one circuit on
ly, excluding the U-tubes. The goal of the following calcula
tions is to represent the tube inlet temperature as a function of 
tube flow velocity v, and the velocity v as a function of core 
heating power W. The tube inlet pressure p{ is a boundary 
condition, imposed by the pressurizer. 

For the model, the core bundle heats the coolant at the 
geometric center of the heated length, height h below the inlet 
of the U-tubes. Only steady state is modeled because the tran
sient terms are not used in the following derivation. With a 
core mass flow m and the specific heat capacity of water cp we 
have 

W=cpm(Tl 

The flow is again density driven 

T2) (9) 

N o m e n c l a t u r e 

D = 
f = 

F = 

h = 

L = 
m = 
n = 
P = 

P\ = 
Pi = 
P = 
P = 
T = 

Ts = 
T, = 

f = 

cross-sectional flow area in the U-tube 
specific heat capacity of water in the primary 
circuit 
inner diameter of U-tube 
dimensional friction coefficient for heating circuit 
(see equation (10)) 
friction coefficient for total primary circuit (see 
equation (15)) 
gravity 
distance between center of core heat input and up
per surface of tube plate, see Fig. 1 
length of U-tube (average) 
mass flow in primary circuit (core mass flow) 
number of U-tubes 
pressure 
pressure at steam generator inlet (primary) 
pressure at steam generator outlet (primary) 
disturbance pressure (see equation (16)) 
average perimeter of U-tube 
temperature 
temperature of secondary side 
hot leg temperature (core exit) 
disturbance temperature (see equation (16)) 
velocity of flow in U-tubes, reverse direction 

v 
v 

W 
x 
z 
a 

a, 
« 0 

6 
X 

^•wall 

p 
Po 

velocity of flow in U-tubes, forward direction 
disturbance velocity (see equation (16)) 
core heating power 
position in U-tube (see Fig. 1) 
\L/2v 
coefficient of thermal expansion 
inner heat transfer coefficient at 
outer heat transfer coefficient at 
U-tube wall thickness 
ratio of U-tube wall heat transfer to heat capacity 
of water 

U-tube surface 
U-tube surface 

1 1 
A PoCp 1 6 

a,- X, + — 
wall ^ o 

heat conduction coefficient of U-tube 
friction coefficient in U-tube 
density of water 
density at primary loop pressure and secondary 
side temperature 
stability coefficient (stable: <r<0; unstable: <7>0) 
fraction of tubes with flow in forward direction 
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Fig. 2 Conditions for criticality and zones of stability for parallel flow 
in U-tubes (equation (23)). Values indicated for LOBI are calculated for 

dp. . - £ - d£ p . 
op0v= —-—(±)p0gaT——-P ovv—— — - v 2 v (17) 

dx D dv 2D 

and 

df dT - d\ 
<TT+t>—+v—=-\T——(T-T,)v (18) 

dx dx dv With f, = 7 ,(AT=0), the temperature disturbance becomes 

T=fxe~ v x
+v—[—-\vyTl-Ts)[e-v

x-e~ » XJ(19) 

Integrating pressure along the U-tube, with px =p(0), we 
have at the tube outlet 

( « + * • ) the boundary conditions of Test A2-77A: 1V= 143 kW, p = 14.0 MPa, _ . r . _ . / , v ^ ' go / X \ 
Ts=299.7°C,and2h/L = 1.0. p ( L ) = / ? , + P D ^ - C T I , vL + — \—-K) 

Pl-P2 = (p(T2)-p(T]))gh-fm2 (10) 

The overall friction coefficient (/) for the heating circuit can 
be measured from experiments. It is not dimensionless. Using 
equation (1) for the density we can write 

ap0 Wgh 
P\~Pi- -fm2 (11) 

Mass flow {m) is related to tube flow velocity (v), tube 
cross-sectional flow area 04), and the total number of tubes 
(«)by 

m = nAp0v (12) 

Combining equations (7), (8), (9), (11), and (12) to calculate 
the total energy input as function of tube velocity, W = 
W(v), and the tube inlet temperature T^, 

W--
CptiAFv* 

ag \h + — t a n h f — 1 I 
4v / J 

Fv2 

o ( 1_ e -")[ , + ̂ t a n h (^) 

(13) 

(14) 

agPo 

The overall friction coefficient F was introduced for easier 
notation 

F=f(nApoy + Z±?f (15) 

These equations describe the solution of the equations when 
the velocity in all tubes is the same. The total energy input W 
leads to a unique velocity v in the tubes and circulation mass 
flow. An increased total energy input leads to an increased 
velocity. 

2.1 Stability of Parallel Flow in U-Tubes. To study 
stability, a small disturbance of the basic solution is con
sidered. Linearizing the differential flow equations (equations 
(2) and (3)) for disturbances of the basic solution leads to an 
exponential time dependence. The disturbed solution is 

eretore: 

velocity 
pressure 

= v + ve"' 

=p+peal (16) 

temperature = T+ Teat 

The sign of a in the disturbance terms controls stability. The 
linearized momentum and energy equations (2) and (3) are 

[ V / J±J\* V / lo+AM-x 2 -IN 

M-T^l-e- ») - ^ ( l - « * ) J) 
v y (ff+X)Lx 2 

:—— (l-e~ 2v ) f, (20) + PoSOi~ 

Now, instability is found by dropping the assumption of 
parallel flow in all tubes; i.e., tubes with different flow veloci
ty are allowed to exist simultaneously. 

Looking at two tubes, which shall be called "tube A " and 
"tube B ," the pressure at the tube exit (x-L) must be the 
same for both, i.e., pA(L)=pB(L). This is also true for 
pressure and temperature at the inlet (x = 0). To find a nonzero 
solution we must have vA ^ vB and the coefficient of v in equa
tion (20) must be zero, i.e., 

-aL-
D 

vL + ^(—-\u)(Tl-Ts) 
a \ v / 

r V / " - \ 2 V / _ J 2 + W A 2 -i 
(21) 

The eigenvalue a can be directly calculated for a given flow. 
Flow is stable for a<0 and unstable for CJ>0. Criticality 
(change of stability) is given for a = 0. From equation (21) we 
have 

q + v^/2)vL ga 
+ — ( l - « X „ A ) ( l - e z){2ze 

- l + e - « ) ( 7 ' 1 - r , ) = 0 (22) 

with z = \L/2v. Substituting for the temperature with equa
tion (14) it follows 

l-e-z(l+2z) 
(23) 

PMH + VUV 
DF(l-t;X„/X) 2h 

-y-z(\+e-z) + \-e-z 

Zones of stability are easily calculated from equation (21). 
Criticality and zones of stability are shown in Fig. 2. 

This result shows that stability of parallel flow depends on 
the height of the steam generators and the ratio of friction in 
U-tubes to friction in the whole circuit. A steam generator 
positioned high above the core and little friction in the circuit 
lead to stability. Low steam generators and high friction in the 
circuit lead to instability. For a reactor plant, with given fric
tion coefficients and given elevation of the steam generator, 
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Fig. 3 Schematic with reserve flow; the fraction of tubes with forward 
flow is <? 

whether flow is stable or not depends on the heat input W. The 
heat input Wis related to the velocity v, which is used in equa
tion (23), by equation (13). 

Remark: At criticality it follows from equation (11) that 

P2>P, when 
l + i*„/2$ <2. 

The latter condition holds for the usual flow models. It also 
follows from equation (7) that 

dp2(v, r , ) 

dv 
= 0. 

A physical explanation for the instability follows from the 
density difference of liquid in the rising and falling legs of the 
U-tubes, caused by the different temperatures. This drives the 
flow within the tubes leading to a pressure increase in the nor
mal flow direction, so that P2>PX. This also explains the 
growth of a disturbance of slightly higher velocity in one of 
the tubes: Higher velocity leads by convection to warmer 
liquid in the rising leg of this tube, a higher density difference 
between rising and falling leg, and increased gravity-driven ac
celeration in this tube. This could cause even faster flow, and 
thus lead to instability, when the increment in acceleration 
supersedes the increment in friction. The effect is reduced by 
an improved heat transfer coefficient at higher velocity. 

The same mechanism explains that parallel tubes with two 
different velocities may solve the equations. Different 
velocities in two U-tubes can lead to the same pressure increase 
over these tubes by different balances of gravity and friction 
forces. These solutions cross the parallel flow solutions at 
criticality. Whether they are stable or not remains to be 
studied, for example using the methods shown by loss and 
Joseph (1980). Probably, they are all unstable, indicating sub-
critical bifurcation. 

A different situation can occur as consequence of the in
stability, when some tubes have flow in the reverse direction. 
Such tubes would have practically no heat exchange with the 
secondary side. Their flow is driven by the higher pressure in 
the outlet plenum. Reverse flowing tubes would lead to stabili
ty because: (1) The tube inlet temperature of the forward flow
ing tubes is reduced, due to mixing of reversed and hot leg 
flows in the inlet plenum, and causes less-gravity driven ac

celeration, and (2) the increased velocity in forward flowing 
tubes will eventually lead to a dominance of friction forces. 
The calculation for stability for the case of reverse flow in 
some tubes is shown in the next chapter, with the main result 
in equation (33). 

A third possible flow pattern would be to have stalled flow 
in some tubes. This would require that in forward-flowing 
tubes the velocity is sufficiently high to balance acceleration 
forces with friction, so that P2=P{. 

2.2 Stability With Reverse Flow in Some U-Tubes. Flow 
in the negative direction for some of the U-tubes is possible 
when the pressure at the tube outlet is higher than at the inlet 
(P2>P[). This is the case when parallel flow in the tubes 
becomes unstable. 

The calculation performed for stability for the case that 
some tubes have reverse flow is similar to the parallel flow 
case. First, the flow equations are solved for steady-state flow, 
considering that a fraction of the tubes has reverse flow. For 
the tubes with forward flow, the inlet temperature results from 
mixing the water heated in the core with the cooled water com
ing from the tubes with reverse flow. The instability is again 
found for the tubes with forward flow. Equations (21) and 
(22) hold with the correct tube inlet temperature replacing T,. 
We introduce the following notations, as shown also in Fig. 3: 

4> = fraction of tubes with flow in forward direction 
((1 - <t>) is the fraction of tubes with reverse flow) 

v = velocity in tubes with forward flow 
u = velocity in tubes with reverse flow 

Tl = hot leg temperature (= temperature of water heated in 
the core) 

Ty = inlet temperature in tubes with forward flow (mixing 
temperature of hot leg flow (Tx) and cooled water 
from tubes with reverse flow (Tlb). 

Tlb = temperature of water in tubes with reverse flow when 
it has returned to the inlet plenum. 

Mixing of water in the inlet plenum relates for the mass flow 
through the core, m, and the mixing temperature Ty to condi
tions in the tubes, 

m = [4>v — (1 -<j>)u]np0A 

4>vTlf= [<t>v- (1 - <j>)u)T} + (1 - 4>)uTu 

(24) 

(25) 

The temperatures at the outlets of the respective U-tubes are 
calculated as before 

T2 = Ts + (Ty-Ts)e~ 
X(u)L 

X(M)i 

TW = TS+(T2-Ts)e~ u 

and the pressure increase is 

P2-Px=~^-v{Ty-T^{\-e 2„ j 

Uv)L Po 

(26) 

(27) 

M«)£\ 2 

D 2 
(28) 

Combining (9), (11), and (24)-(28) leads to the calculation 
of the heating power and inlet (mixing) temperature Tif as a 
function of the velocities 
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.r>-«^) 
w= (29) 

A ( U ) L N 2 

gatPo h + -

(4>v-(l -</>)«)(l-e 21, J 

X(w) X(l))L 

y f l - e u )+(l-<j>)ue « \\-e~ » j 

<4>v-(l-<t>)u)(fm2 

r„ 
Z) 2 - ) 

hap0gU>v\\-e o \+(l ~4>)ue 
Mv)L X(«)I 

/ ! \ (y ) 

/ __M£ii.\ 2 "1 
(30) 

These equations are of the same form as (13) and (14), ex
cept that they depend, for a given <j>, on the two velocities u 
and v. The two velocities are related to each other by the 
pressure drop over the tube. For backward flow 

p 2 _ P l = _ H ^ - T ^ l - * 2„ j 

With equations (26) and (28) this leads to 
Mu)L\ 2 A(D)L 

(31) 

_PoS^_ 

Hv) 
(Tt [ , _ Ml>)-L\ 

+ «e u l - e 2« 

L Po j , , . L Po. / MU)i.x 2-1 / n L CI 

(l-e-—) ]-Hv)-f^-Hu)^-^ = 0 (32) 

where (Tlf— Ts) can be introduced from equation (30). 

Pump 

Solving equation (32), it is possible to calculate the velocities 
u and v for any given heating power H^in equation (29) (solved 
numerically). 

The instability for this solution is again found from a distur
bance of the flow in the tubes with forward direction; i.e., by 
equations (21) and (22) with " 7 \ / ' instead of of "Tx" and 
Tlf—Ts calculated from equation (30). For criticality 
{z = Mv)L/2v), 

tt + vlj^vL 
D 

ga(l - v\v/X) 

Mv) 
(1 J)(2ze~ 

Fig. 4 LOBI-MOD2 primary system configuration for test A2-77A 

- l + e - ' ) ( 7 V - 7 ; ) = 0 (33) 

Solving simultaneously equations (32) and (33), we find the 
fraction of tubes with forward flow yielding criticality at a 
given heating power. 

The result indicates a set of possible reverse flow conditions. 
Stable reverse flow is only possible if the number of tubes with 
forward flow does not exceed a maximum value. It can be 
possible that even less than the maximum number of tubes 
have forward flow. This could be caused by some larger 
disturbance or the history of the experiment. Since the 
pressure increase from tubes with forward flow drives reverse 
flow in other tubes, it is not possible that all tubes have flow in 
reverse. The situation of stalled tubes would be a limiting case. 

3 Comparison With Experimental Results 

Reverse or stagnant flow in steam generator U-tubes was 
observed in the natural circulation experiment, Test A2-77A, 
at the LOBI-MOD2 integral system PWR test facility. The 
following chapters first describe briefly the facility and the 
test. Then the measurements are described, which lead to the 
interpretation of the phenomenon. At the end measurements 
are compared to the calculations. 

3.1 The LOBI-MOD2 Experimental Facility.1 The 
LOBI-MOD2 facility, see Fig. 4, is a scaled model of a nuclear 
pressurized water reactor cooling system. The reference reac
tor is of the KWU type, with 1300 MW. It is similar to plants 
built by Westinghouse, Framatome, etc. The facility is scaled 
1:712 in volume and 1:1 for elevations, to conserve gravity in
fluence during natural circulation. The nuclear fuel of the 
reference plant is simulated by 64 directly heated electrical 
heater rods with a fixed axial heating profile similar to the 
nuclear profile. Heating power can be continuously controlled 
up to 5.3 MW (1:1 power to volume scaling). 

The test facility has two loops. The "triple loop" represents 
three of the four reactor loops and has three times the volume 

1 The LOB1 test facility is operated at the Joint Research Centre (JRC), Ispra, 
of the Commission of the European Communities (CEC). It serves PWR ther-
mohydraulic safety studies of the EC member countries for computer code 
validation and experimental investigations of system behavior. In addition the 
data contribute to the OECD-CSNI Code Validation Matrix (CCVM) and Inter
national Standard Problem (ISP) exercises. A description of the LOBI facility 
and the test program is given by Ohlmer et al. (1985) and Riebold (1985). 
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of the "single loop." Both loops have active components as 
steam generators and centrifugal pumps. The two steam 
generators have 8 and 24 U-tubes, respectively, of about the 
same shape as in the reactor plant (Addabbo et al., 1984). The 
main coolant pumps were not used for the natural circulation 
test. Pump rotors were in locked condition and no seal water 
was injected into the circuit. The primary loop volume for this 
test was 0.522 m3 (not counting the pressurizer) containing 
about 370 kg of water at 14.0 MPa pressure. 

Measurements. Over 700 measurement channels are in
stilled in the facility to record the thermohydraulic events dur
ing a test. Relevant for the following analysis are: 

(a) Differential pressure from inlet to outlet plenums of the 
steam generators (p2 —P\). 

(b) About 60 temperature measurements in each steam 
generator for secondary fluid in downcomer and riser, 
primary fluid in U-tubes, and on the outer tube surface. U-
tube temperature measurements are installed in the longest 
tube in each of the steam generators. The first and last ther
mocouple within the U-tube flow path are positioned 50 mm 
(single loop) and 55 mm (triple loop) above the tube plate. 

(c) Mass flow (fluid velocity) is measured in both loops by 
full flow turbometers, which are mounted at the steam 
generator and the pump entrances. 

(d) General measurements such as pressures of primary and 
secondary sides, temperatures, heating power, etc. 

3.2 Test Conditions at Single-Phase Natural Circulation. 
Single-phase natural circulation was part of the LOBI-MOD2 
Test A2-77A on natural circulation. The experimental data 
and a description of the test boundary conditions are given by 
Sanders and Ohlmer (1985). A first analysis of the test is given 
by De Santi and Leva (1985). 

The loop was brought to steady-state natural circulation 
conditions allowing sufficient time to stabilize prior to the 
measurement. Secondary conditions were set constant: (1) by 
the relief valve pressure at 8.65 MPa, leading to a secondary 
loop temperature of ~300°C, and (2) feedwater level control. 
Primary pressure was set to 14.0 MPa by use of the pressurizer 
(pressurizer temperature = 336°C) and core heating power 
(minus heat losses) was set at 143 kW, about 2.8 percent of the 
nominal value. 

Following the measurement at single-phase subcooled 
natural circulation, which is considered here, the test con
tinued with measurements at lower primary inventory, leading 
to single-phase saturated and two-phase natural circulation, 
and reflux condenser mode. The nonuniform steady flow 
distribution studied here ceased at the onset of two-phase 
circulation. 

3.3 Measurements and Interpretation of Flow. Fluid 
temperatures were measured in one U-tube with forward flow 
and one tube with reverse flow. These two tubes are not in the 
same steam generator, so that each of them needs a separate 
interpretation. The measured values and measurement posi
tions are indicated in Fig. 5. 

The tube with reverse flow in the single loop steam 
generator produced fluid temperatures very close to those of 
the secondary side, even 50 mm behind the tube inlet. The 
possibility of forward flow with heated water entering the tube 
must therefore be excluded. An indication that flow is reverse 
could be inferred from the measurement of differential 
pressure; pressure at the tube outlet (P2) is higher than at the 
inlet (/»,). Due to the measurement uncertainty of the instru
ment used, however, a zero pressure difference, and therefore 
stalled flow, cannot be excluded. A measured positive mass 
flow in the single loop shows that in other tubes of that steam 
generator flow must have been in the normal forward 
direction. 

U-TUBE WITH FLOW 
Triple loop steam generator 

T « c = 299.7 "C 
AP= Pinlet-Poullet=-0.3 kPa 
mprim =1.0 kg /s 

U-TUBE WITH REVERSE FLOW 
Single loop steam generator 

T,.c- 301.2 "C 
A P r - 0 . 1 kPa 
m - 0.3 kg/s 

302.3 "C-

305.1 - C -

305.5 ' C -

308.1 - C -

-299.8 "C 

-299.6 "C 

-300.0 "C 

-300.2 "C 
-300.3 "C 
-300.1 -C 

outlet 

-300.2 -C 

299.5 -C-

300.5 "C-

301.1 -C-

299.5°C-

301.1 "C-
301.6'C-
301.9 -C-

inlet 

316.9 -C-

4 V 
Measurement 
Location 

Fig. 5 Measured temperature distribution in steam generator U-tubes 
during single-phase, subcooled natural circulation: primary loop 
pressure = 14.0 MPa; secondary loop pressure = 8.6 MPa 

inlet calculated.; 
temp, [measured -—X-

distance "x" into U-tubes above tube plate (m) 

Fig. 6 Comparison of calculated and measured temperatures in the in
strumented tube with flow in the normal direction: 
x = measured temperature (see Fig. 5) 

— = calculated temperature when flow is backwards in four tubes 
(<t> = 87.5 percent) 

= calculated temperature for solution with all tubes having forward 
flow (<j> = 100 percent) 

The tube with forward flow in the triple loop steam 
geneator shows a sharp drop of fluid temperature from the hot 
leg to the tube inlet, also shown in Fig. 6. This drop in 
temperature supports the conclusion that other tubes in that 
steam generator had reverse flow mixing with the hot leg flow. 
Also this steam generator shows a pressure increase from the 
inlet to the outlet plenum which could drive the reverse flow. 
(Heat conduction from the inlet to the outlet plenum is less 
than 0.6 kW and also local heat losses are not sufficient to ex
plain the temperature drop. They are neglected for the 
analysis.) 

All measurements shown were taken with the standard in
strumentation of the LOBI integral system test facility. Since 
the effect of reverse flow had not been expected, no additional 
instrumentation was installed specifically to monitor this ef
fect. For all measurements the uncertainty bands must be con
sidered for interpretation. Further conclusions than the above 
do not seem possible, as would be an attempt to calculate the 
exact number of tubes with reverse flow from the limited 
temperature and differential pressure data provided. The 
measurement uncertainties indicated in Table 1 are taken from 
the experimental data report (Sanders and Ohlmer, 1985). 
Favorable conditions (steady single-phase flow at low 
velocities) and good instrument performances (consistency 
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Table 1 Measured data during natural circulation at LOBI-MOD2 test A2-77A and 
calculated values for the case of four U-tubes with reverse flow and no tube with reverse flow 

Pressure difference 
Pi-Pi 

Loop mass flow m 

Hot leg tempera
ture Tl 

Tube inlet tempera
ture Ty 

Temperature drop at 
tube inlet Tx - Tlf 

Velocity of forward 
flow v 

\/v 

Velocity of reverse 
flow 

fPZ,(l + u$„/2£) 

D F ( l - u X „ A ) 

Measured data 
(TL = triple loop; 
SL = single loop) 

- 0 . 3 ±1.1 kPa(TL) 
- 0 . 1 ±1.1 kPa(SL) 

-1 .29 kg/s 
(0.99 kg/s-TL, 
0.3 kg/s-SL) 

318.9±1.0°C (TL) 
316.9±1.0°C(SL) 

~315°C (TL) 

~3 .9K(TL) 

— 

-0 .47 1/m 

— 

— 

Calculated values 
Four tubes with 
reverse flow, 
0 = 28/32 

-0.385 kPa 

1.23 kg/s 

320.TC 

317.1°C 

3.0 K 

0.236 m/s 

0.50 1/m 

0.244 m/s 

— 

parallel 
flow 

-0.57 kPa 

1.25 kg/s 

319.8?C 

319.8°C 

0.0 K 

0.179 m/s 

0.550 1/m 

— 

0.275 

checks) should lead to smaller uncertainty bands for the dif
ferential pressures. 

It seems to be a coincidence that temperatures for both 
types of flow were measured in the experiment, since only 2 of 
the 32 tubes are instrumented. However, in a repeat measure
ment at different secondary pressure, forward and reverse 
flow were measured in the same two tubes as before. A similar 
experiment performed at the Semiscale facility showed that in 
repeat measurements reverse flow occurred not always in the 
same tubes, reported by Loomis and Soda (1982). 

3.4 Comparison of Measured Data With Theory. The 
theory predicts a mechanism that would lead to the reverse 
flow observed in the experiment; however, it does not predict 
instability of parallel flow, as indicated in Fig. 2. A parameter 
that greatly influences the stability behavior of the model is 
the velocity dependence of the heat transfer coefficient 
X„ = dk/dv. Instability would be clearly indicated if constant 
heat transfer and friction coefficients were assumed, as for 
parallel flow £p0L/DF= 0.11. In this case the stability of flow 
would only be possible for a maximum number of tubes with 
forwarded flow of <j> = 92.5 percent, calculated using equation 
(33). Parameters used for the calculations are listed in the 
Appendix. 

Measured values are compared to calculated results for a 
case of parallel flow and a case where four tubes have reverse 
flow (one in the single and three in the triple-loop steam 
generator). The calculated temperature distribution in a tube 
with forward flow is compared to measurements in Fig. 6. 

The reverse flow case better fits the data, showing a 
temperature drop at the tube inlet and, due to higher velocity 
v, matching the temperature decay along the length of the tube 
(given by A/y in equation (26)). Some results of the calcula
tions are shown in Table 1. Both, calculations and 
measurements, show a pressure increase over the tubes, 
P2>P,. 

The comparison of experimental and calculated data can 
lead to the conclusion that a flow pattern with reverse flow 
describes the measurements. Due to measurement uncertain
ties and the simple calculation model it is not possible, 
however, to draw further conclusions as to the exact number 
of tubes affected in the experiment. 

Limits of the calculation model regarding effects that could 

influence the instability include simple models for friction and 
heat transfer, different friction in U-tubes of different length 
(the calculation assumes an average length for all tubes), the 
influence of the position of different U-tubes within the 
plenums, mixing in the plenums of flow coming from 
neighboring tubes with different velocity, the representation 
of two loops as one, and lack of geometric details in the 
heating circuit and the distribution of its heat losses. 

4 Conclusions 

The theory shows that parallel flow in steam generator U-
tubes for natural circulation can be unstable and that stability 
can be attained if flow in some tubes is in reverse direction. 
For the conditions of single phase natural circulation at LOBI-
MOD2 test A2-77A the theory does not predict that instability 
must have necessarily occurred; however, the mechanism is 
believed to have caused the reverse flow that was observed. 
The most important physical parameter for reverse flow is the 
pressure increase in the normal flow direction, P2>Pl. 

Improvements in the calculation model could be made by 
better representation of the circuit geometry, and for friction 
and heat transfer coefficients. Experimentally the 
phenomenon could be better studied in a facility with simpler 
geometry, easier boundary conditions (e.g., one loop), and 
dedicated instrumentation. In an experiment designed to 
observe the effect, the influence of varying geometric and 
thermal parameters could be studied, also to observe the onset 
of instability. Theoretically interesting would be the stability 
of bifurcating solutions, possibly related problems of stability 
with tubes of different velocities in forward direction, and the 
case when more than the minimum number of tubes required 
for stability have reverse flow. 

Whether for a real-sized pressurized water reactor, the in
stability of parallel flow occurs, depends mainly on the exact 
value of the overall friction coefficient F. Direct consequences 
for reactor safety should not be derived from the 
phenomenon. It could serve as a test case for computer models 
(reactor safety codes) for describing tube-to-tube flow varia
tions and flow instability behavior. Different types of tube-to-
tube variations of flow also occur in the more complicated 
case of two-phase natural circulations, as reported by Calia 
and Griffith (1982), De Santi and Leva (1985), and De Sand et 
al. (1986). 
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A P P E N D I X 

Measurement D a t a , Fluid Propert ies , and L o o p 

Parameters at the L O B I Natural Circulat ion Test 

A 2 - 7 7 A 

The calculations model a circuit with only one loop. Strict
ly, this would be correct only for the P W R case where, due to 
the large number of tubes, symmetry can be assumed. For the 
LOBI calculations, average parameters were taken for both 
loops when measurements had slight differences between 
them. A complete set of measured data is documented in the 
experimental data report (Sanders and Ohlmer, 1985). Note: 
" T L " = triple loop, " S L " = single loop. 

Measured Data 

Secondary loop 
temperature 

primary loop pressure 

pressure difference over 

steam generators 

total loop mass flow 

heater rod power 

7; = 299.7°C (TL«299.7±1.0°C, 
SL = 301.2±1.0°C) 

p o = 14.0 MPa 

/>2-/>,= - 0 . 3 ±1.1 kPa (TL) 

p 2 - i J
1 = - 0 . 1 ± l . l kPa (SL) 

m=l.29 kg/s (TL = 0.99 kg/s, 
SL = 0.30 kg/s) 

W=H3 kW 

The measured heater rod power was 183 kW. Of this value 
40 kW was subtracted for heat losses in the primary loop, 
based on the loop heat loss measurements (Sanders, 1986). 

Fluid Properties at 14.0 MPa and 300 °C 

Density p0 = 724 k g / m 3 

dynamic viscosity -n = 88 x 10~ 6 kg/sm 

coefficient for thermal j 
expansion a = 0 . 0 0 3 2 — -

K 

specific heat 

Prandt l number 

heat conduction 

coefficient 

gravity 

Loop Geometry 

Length of U-tubes 

inner tube diameter 

height of steam generator 
upper surface of tube 
plate to center of core 
heated length 

flow area 

tube thickness 

mean tube perimeter 

heat conduction 
coefficient in tube wall 

c„ = 5.1 k J / k g K 

Pr = 0.88 

Xwaler = 0 . 5 6 W / m K 

g = 9.81 m / s 2 

L = 14 m (approx.) 

Z> = 0.0196 m 

h = l.Q m 

,4 = x D 2 / 4 

5 = 0.0012 m 

P=TT(D + 5) 

A,„„„ = 16.3 W/mK 

Friction in U-Tubes: l-(v). The friction coefficient £ is 
defined in equations (2) and (7). £ shall be divided for smooth 
pipe friction £SP and inlet/outlet friction £IO, such that 
£ = £SP + £I0- For the given Reynolds numbers (Re=vDp/ri) 
£SP can be calculated by Blasius' Law (for example (Becker, 
1974), p. 107): 

fs = 0.316Re~ f o r 5 x l 0 3 < R e < 1 0 5 

The coefficient for inlet/outlet friction is small and is taken 
from a computer model of the facility (Worth and Staedtke, 
1985), £10 = 0.0052. For given fluid conditions we obtain 

£(i;)=0.0158i;-1/4 + 0.00252 

with v in m/s (valid for 0.03 m / s < y < 0 . 6 m/s). 

Friction of the Heating Circuit / . The heating circuit shall 
be all of the primary circuit, excluding the steam generators. 
The friction coefficient / is taken from measurements at the 
circuit for the measured mass flow and heating power, using 
equation (11) 

/ = — ( p 2 -pi + aPo Wgh/cpm) =2400 — — 
ml y mkg 

Using a measured coefficient was preferred over a calculated 
one because of the complexity of the circuit. 

Heat Transfer in U-Tubes: X(v). The coefficient X, as in
troduced in equation (3), defines the ratio of heat transfer to 
the fluid heat capacity. It is calculated by 

x=JLJ ! 
A P°P 1 5 1 

ai \vn\l 
+ -

ctj and a0 are the heat transfer coefficients on the inner and 
outer tube walls, a,- is calculated by the formula of Kraussold 
(Dubbel, 1981, p . 245) 

a, = 0.032-^£LRe0.8p r0.37 (±tlj 

For heat transfer on the secondary side an average value was 
taken, a0 = 30,000 W / m 2 K . The resulting coefficient X is 

, 0.4907U0-8 1 
X = —JT-J (v m m/s ) 

v°-s +1.005 s 
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Gas-Concentration Measurements 
and Analysis for Gas-Loaded 
Thermosyphons 
Using a miniature wet-bulb/dry-bulb probe, detailed measurements of 
noncondensable-gas-concentration profiles were made in a gas-loaded two-phase 
reflux thermosyphon to investigate the effects of orientation and gas/vapor 
molecular weight combinations. Natural convection and radial diffusion were found 
to have a large influence on the noncondensable-gas distribution, even when the gas 
and vapor molecular weights are equal. An axisymmetric two-dimensional diffusion 
model is presented to allow evaluation of the relative effects of natural convection 
versus diffusion. Gas recirculation, axial stratification, regions of unstable flow, 
and their effects on performance are discussed. 

Introduction 
With proper design, adding noncondensable gases to 

variable-conductance thermosyphons and heat pipes can help 
to maintain a constant evaporator temperature over a wide 
range of power levels by effectively and completely blocking 
off a varying portion of the condenser. Natural convection, 
axial diffusion, radial diffusion, instabilities, and other effects 
control the distribution of the noncondensable gas. The 
primary effect of natural convection is to stratify the gas and 
vapor axially inside the condenser. The axial stratification 
results from gas convection down one side of the condenser 
due to buoyancy forces. The gas diffuses across the stratified 
region into the vapor, which carries the gas back, causing gas 
recirculation. 

The gas distribution in the condenser, along with axial con
duction along the condenser wall, determines the heat transfer 
performance of the thermosyphon or heat pipe. Experimental 
evidence presented here suggests that the effects of radial dif
fusion and natural convection are important. These effects, 
however, are commonly neglected in design applications, 
which use one-dimensional diffusion models such as the one 
developed by Edwards and Marcus (1972). This model under-
predicts their experimental shut-off lengths by up to two pipe 
diameters. Subsequent numerical investigation by Rohani and 
Tien (1973) suggested that the two-dimensional effect of radial 
diffusion could explain the increased shut-off length. Recent
ly, Hijikata et al. (1984) established a relatively simple axisym
metric diffusion model. Kelleher (1976) recognized the poten
tial for natural convection. The temperature profiles he 
measured on the surfaces of vertical and horizontal heat pipes 
using gas-vapor combinations with widely different molecular 
weights indicated that axial stratification and instabilities do 
occur, with the effects becoming more pronounced for larger 
pipe diameters. Galaktionov and Trukhanova (1985) also 
observed axial stratification when measuring temperatures 
and velocities in a rectangular water-air heat pipe with 
adiabatic quartz side walls. 

The potential pitfalls in neglecting natural convection are 
perhaps greatest for space systems that are ground tested. En-
inger et al. (1976) reported ground and space test results for a 
horizontal 1.0 cm i-d helium-methanol heat pipe. During 
gound testing the heat pipe experienced "heat leaks" at low 
power levels, causing evaporator temperatures lower than 
predicted with a one-dimensional model, a phenomenon con
sistent with stratification occurring due to natural convection. 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting. Boston, Massachusetts, December 14-18, 1987. 
Manuscript received by the Heat Transfer Division July 27, 1987. Keywords: 
Heat Pipes and Thermosyphons, Mass Transfer, Measurement Techniques. 

The data received during space flight could only be correlated 
when a gas inventory reduction of 2-10 percent was assumed, 
which is consistent with removal of natural convection. 

Given the concern over the validity of the one and two-
dimensional diffusion models and the potential for three-
dimensional natural convection and instabilities, experimental 
measurements in the condenser vapor space were needed. 
Thus in this work a miniature wet-bulb/dry-bulb probe, 
developed earlier (Peterson and Tien, 1987), was used to make 
detailed measurements of noncondensable-gas-concentration 
profiles in a gas-loaded reflux thermosyphon. The rapid 
response of the miniature wet bulb to gas-concentration 
changes allows observation of instabilities and transient 
phenomena. The experimental results are compared to an axi
symmetric two-dimensional diffusion model which allows 
evaluation of the relative effects of natural convection and dif
fusion. Natural convection and radial diffusion are shown to 
be important for most applications and help explain previous
ly observed deviations from the one-dimensional model. 

Diffusion Model 

To assess the relative importance of natural convection, the 
experimental results are compared to an axisymmetric two-
dimensional diffusion model, which predicts noncondensable 
gas distributions in the absence of gas recirculation. The 
model is based on work by Hijikata et al. (1984). Since the gas 
and vapor molecular weights studied here are often widely dif
ferent, their assumption of constant mass density is not 
justified. Instead the molar density is assumed constant. Since 
the noncondensable gas in the shutoff region is at the cooling-
water temperature, the gas inventory is calculated based on 
this temperature rather than the pure-vapor saturation 
temperature. Additional assumptions include constant heat 
transfer coefficient, hw, between the wall and cooling 
medium, with the condensate film resistance neglected; 
steady-state diffusion, such that the noncondensable gas re
mains stationary; no axial conduction along the condenser 
wall; and negligible energy transport due to vapor-
temperature gradients. 

Application of Fick's law of diffusion to the gas-molar-flow 
vector cg yields 

cg = cxgV-cDVxg (1) 
where V is the average-molar-velocity vector, xg the gas mole 
fraction, c the molar density, and D the mass diffusivity. If the 
gas is assumed to remain stationary, cg = 0 and equation (1) 
becomes 

\=Dv(lnxg) (2) 
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Table 1 Thermosyphon design details 

Pipe: Material: pyrex glass 
Inside diameter: 41.3 mm 
Wall thickness: 4.76 mm 
Overall length: 1.19 m 
Condenser length: 0.63 m 
Evaporator length: 0.50 m 
Adiabatic section length: 0.06 m 

Probe: Rod material: stainless steel 
Rod diameter: 6.4 mm 
Wet bulb material: urethane foam 
Wet bulb diameter: 1.5 mm 
Thermocouple mateirals: copper/constantan 
Thermocouple diameter: 0.08 mm 

For steady state and constant molar density, v»V = 0, there 
follows 

V 2 ( l n ^ ) = 0 (3) 

The associated boundary conditions are 

at z = 0 : v = 0 or d(ln xg)/dz = 0 (4) 

at z=oo : xg = 0 (5) 

at r = 0 : « = 0 or 3(ln xg)/dr = 0 (6) 

at r = r,:xg = l- exp (^ ( l - T,/Tt)) (7) 

MvcDd(\n xg)/dr = h„(T,- Tc)/hfg (8) 

where Ts is the saturation temperature of the pure vapor, T, 
the interface temperature, Tc the cooling-medium tempera
ture, M„ the vapor molecular weight, hw the wall heat transfer 
coefficient, hjg the latent heat of evaporation, r the radial 
coordinate, and z the axial coordinate measured from the top 
of the condenser. Equation (7) follows from application of the 
Clausius-Clapeyron equation with T = (l-Ts/Tc)~

l 

\n(Pc/Ps), where Pc and Ps are the saturation pressures at Tc 

and Ts, respectively. Equation (8) is an energy balance. The 
amount of noncondensable gas in the heat pipe is 

Ng = I \ Cglirr dr dz 

Dividing by c-wr f, it becomes 

0.5 Lg = | ^ xg(r/r,)d(r/r,)dz 

(9) 

(10) 

where Lg is the length the gas would occupy if all the gas were 
restricted to the top of the condenser. 

Nondimensionalization and solution of the above equations 
is performed in the same manner as that of Hijikata et al. 
(1984). The solutions were calculated for a condenser of length 
(z/r,-)max = 10. Because the gas concentration only varies in the 
area near the diffusion region, the solution for the shorter 
condenser is used for the experiment's longer condenser by ad
justing the location of the gas front with the coordinate 
transformation 

Fig. 1 Schematic of experimental apparatus 

'•actual " ~^calc ~"~ v^g,actual -^g.calc/' -*g,max \**) 

This method greatly simplified the calculation by decreasing 
the number of nodes and eliminating the need to iterate to find 
the proper value of Lg. 

Experiment Description 

The experimental apparatus consists of a glass ther
mosyphon, capped at both ends and mounted on a frame that 
can be positioned at any angle between vertical and horizontal 
(Fig. 1, Table 1). The evaporator section is heated by 
nichrome wire with a variable power supply. The condenser 
section is cooled by the circulation of water through a narrow 
annulus between the condenser and a glass jacket pipe. The 
evaporator and adiabatic sections are insulated with 8 cm of 
glass fiber around the circumference and 1.3-cm-thick acrylic 
plugs at the ends. Two-hundred-mesh stainless-steel screen is 
wrapped against the inside wall of the evaporator section to in
sure uniform wetting. Thermocouples are provided to measure 
the bottom, middle, and top condenser and evaporator out
side wall temperatures and the cooling-water outlet 
temperature. The system pressure is measured with an ab
solute mercury manometer. 

The wet-bulb/dry-bulb probe is mounted at the end of a 
stainless-steel tube. A fine-gage thermocouple is threaded 
through the 1.5-mm-dia. wet-bulb sphere. Another fine-gage 
thermocouple located 2.0 mm from the bulb measures the dry-
bulb temperature and a third is pressed against the inside of 
the condenser to measure the wall temperature. The probe 

c 
D 

hw 

h/s 

Lr 

M 
N, 

P 

= molar density, kmol/m3 

= mass diffusivity, m2/s 
= heat transfer coefficient, 

W/m2K 
= latent heat of vaporization, 

J/kg 
= gas inventory length, m 
= molecular weight, kg/kmol 
= mole inventory of non-

condensable gas, kmol 
= saturation pressure, Pa 

r = radial coordinate, m 
Ra = Rayleigh number 

T = absolute temperature, K 
T* = const = ( l - 7 > T c ) ~ 1 l n 

(Pc/Ps) 
u = radial molar velocity, m/s 
v - axial molar velocity, m/s 

V = average molar velocity vec
tor, m/s 

x = mole fraction 
Z = axial coordinate, m 

fi = viscosity, Ns/m2 

p = mass density, kg/m3 

Subscripts 
c = cooling medium 
e = evaporator 
g = noncondensable gas 
/ = interface between vapor and 

wall/liquid 
5 = pure-vapor saturation 
v = vapor 
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TOP 

rlr: : -1.0 

r/r,- = 1.0 

r/r, = 0 

BOTTOM 

Fig. 2 Cross section, to scale, of condenser showing radial wet-bulb 
measurement positions 

He Ne-He Ne-He Ne Ar-Ne 
ANALYTIC Mg-4.0 Mg-12.1 M„-16.2 Mq-20.2 M„=24.6 

2-D Ne Pa—720 Ra=-220 Ba-90 H3-560 FTa-960 

0.7 

.'0.5 

•' >/?.:* 

< i ' i < < i i i < -f i , i < < i i i •£ -r , . . < -h 
- 1 0 1 - 1 0 1 - 1 0 1 - 1 0 1 - i 0 1 - 1 0 1 

r/rt 
HORIZONTAL 

Fig. 3 Experimental and analytical gas isoconcentration profiles for 
horizontal thermosyphon (right is bottom) 

orientations. The thermosyphon is allowed to cool and 
equilibrate (12 h) and the pressure is measured to confirm that 
no gas leakage occurred during the run. The entire procedure 
is repeated for several different average gas molecular weights 
at similar power levels and gas molar inventories. 

Experimental Results 

The glass thermosyphon gives conclusive visual evidence of 
the effectiveness of noncondensable gases in shutting off the 
condenser. The condenser can be divided into three regions: 
the top shut-off region, where no condensation occurs and the 
glass remains clear; the middle diffusion and mixing region, 
where a gradient of very small to large droplets forms on the 
wall; and the bottom active region, where full condensation 
occurs. 

To facilitate understanding of the mass-transfer 
mechanisms, the experimental data measured at the points 
shown in Fig. 2 have been interpolated to produce gas 
isoconcentration profiles. Both the maximum (dashed curves) 
and minimum (dotted curves) axial positions at which a given 
concentration was measured are shown, with the magnitude of 
local instability indicated by the distance between these curves. 
Given temperature and pressure measurement accuracies of 
±0.3°C and ±0.5 mm Hg, the maximum error of the gas 
fraction measurement is ±0.005. The accuracy of the probe 
position measurement is ± 1.5 mm. 

The primary driving force for natural convection is the dif
ference between the pure vapor density and the gas/vapor 
mixture density in the shutoff region. Since velocities are low 
in the mixing region, inertial effects are relatively small and 
the proper scaling parameter is the Rayleigh number based on 
the mass diffusivity, which, assuming ideal gas behavior, can 
be expressed as 

WTc)-pu)grj 
Ra = 

HD 

tube is effectively sealed with double O-rings and vacuum 
grease. The finely polished tube is mounted offset from the 
thermosyphon centerline so it can be rotated and moved axial-
ly to make gas-concentration measurements in an arc from the 
centerline to the walls (Fig. 2). 

The heat transfer resistance of the glass wall is much larger 
than that of the cooling-water and the condensate film, as was 
demonstrated by measurements of the cooling water, inside 
and outside wall, and vapor temperatures, which showed that 
over 98 percent of the temperature drop occurs in the wall. 
Thus the condenser wall heat transfer coefficient hw is effec
tively constant, and also axial conduction through the glass is 
relatively small. Both these facts match the boundary condi
tions assumed by the axisymmetric diffusion model. 

The experimental procedure consists of filling the ther
mosyphon with enough distilled water so the wet bulb can be 
dipped in the fluid and wetted. The thermosyphon is drained 
until a measured quantity of fluid is left. A vacuum is pulled 
on the thermosyphon to remove most of the air and it is then 
filled with noncondensable gas. This procedure is repeated six 
times to insure that all the air has been flushed out. The total 
pressure is adjusted to give the desired noncondensable-gas 
partial pressure. If required a second noncondensable gas is 
then added to obtain the needed average gas molecular weight. 
The gas inventory is calculated based on the total pressure, 
vapor partial pressure, temperature, and thermosyphon 
volume, assuming ideal-gas behavior. Heat is applied and 
after equilibrium is attained (3 h) minimum and maximum 
gas-concentration measurements are made by observing 
minimum and maximum wet-bulb temperatures at intervals of 
r/ri = 0.25 and z/r, = 1.0. The thermosyphon is moved and the 
measurements repeated to obtain profiles at 0, 45, and 90 deg 

Pygrf 

IxD 

where p(Tc) is the density of the gas/vapor mixture at the 
coolant temperature Tc, pv the density of the pure vapor, n the 
viscosity, D the mass diffusivity, xgb the maximum gas molar 
fraction, and M the molecular weight. 

In Fig. 3 experimental isoconcentration profiles for a 
horizontal thermosyphon are plotted for several values of the 
Rayleigh number. The thermosyphon is oriented 2 deg from 
horizontal to allow condensate to return to the evaporator. 
For all cases the power level and mole inventory are similar, 
while the gas molecular weight varies. Effective gas molecular 
weights of 16.2 and 12.1 are achieved with mixtures of neon 
(M=20.2) and helium (M=4.0), and 24.6 with neon and 
argon (M = 40.0). The vapor molecular weight is Mu = 18. 
Also shown are the results predicted by the two-dimensional 
axisymmetric diffusion model for neon with water as the 
working fluid. The axial stratification increases slightly as Ra 
departs from zero. For comparison, in the experiments of Ed
wards and Marcus (1972), the Rayleigh number ranged from 
320 to 23,000. Departure from their one-dimensional model 
increased with increasing Rayleigh number. In the ground 
tests of the Ames Heat Pipe Experiment reported by Eninger 
et al. (1976), the Rayleigh number is -1200. In both cases 
natural convection may explain deviations from predicted 
behavior; however, neither group reports whether their 
temperature measurements were made on the top, bottom, or 
side of the heat pipes. 

Figure 4 shows experimental profiles for the thermosyphon 
operated at a 45 deg angle. Also shown are analytical one-
dimensional diffusion predictions for helium with water as the 
working fluid. The flow is more stable in this orientation than 
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He Ne-He Ne-He Ne Ar-Ne 
ANALYTIC Mg-4.0 Mg-12.1 M„-16.2 Mg=20.2 Mg-24.6 
i-D He Ra—720 Ra—220 fla-90 Ra-560 Ra=950 

Table 2 Experiment summary 
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Fig. 4 Experimental and analytical gas isoconcentration profiles for 45 
deg thermosyphon (right is bottom) 

He Ne-He Ne-He Ne Ap-Ne 
ANALYTIC Mg-4.0 Hg-12.1 Mg-i6.2 Mg-20.2 Mq-24.6 
2-0 He Ra—720 Ra—220 Ra-90 Ra-560 Ra-960 

0^7 

•'o.i'-
•'o>-

•r, . , -r \ <L^_ 

r 1 \ I 

- 1 0 1 - 1 0 1 - 1 0 1 - 1 0 1 - 1 0 1 - 1 0 1 

VERTICAL 

Fig. 5 Experimental and analytical gas isoconcentration profiles for 
vertical thermosyphon 

in the horizontal orientation. The stratified region is longer 
than in the horizontal orientation for Ra > 0 and shorter for 
Ra < 0. This occurs because the gravity vector acts both to 
stratify the flow and to assist axial convection for Ra > 0 or 
retard it for Ra < 0. 

Figure 5 shows experimental results for the vertical orienta
tion and analytical results from the two-dimensional axisym-
metric diffusion model for a helium/water mixture. The ther
mosyphon is positioned 2 deg from vertical to provide a 
preferred orientation for the natural convection. It is seen that 
this preferred orientation switches at a small value of the 
Rayleigh number, where the gas density in the shutoff region 
and the vapor density in the evaporator are approximately 
equal. The trend observed at the 45 deg orientation continues, 
with the diffusion region growing still shorter for Ra < 0 and 
longer for Ra > 0. For Ra < < 0 the diffusion region is 
stable, little natural convection occurs, and the axisymmetric 
diffusion model does a good job of predicting the isoconcen
tration profiles. As Ra increases, so does axial stratification. 
The gas recirculation is still relatively stable for gas molecular 
weights of 25, but becomes very unstable at higher molecular 
weights. When air (Mg = 29) is used as the noncondensable 
gas, large transient fluctuations occur with the cooler air 

Gases He Ne-He Ne-He Ne Ar-Ne 

M„ 
Ra 
Power level, 

T°C 

W 

Te,°C 

Ng, gmoleXlO3 

Screen/liquid vol, cm3 

hw, kW/m2l>C 

H 
45 
V 
H 
45 
V 

4.0 
-720 
154 
12.8 
13.2 
13.2 
55.2 
55.0 
55.0 
3.90 

12.1 
- 2 2 0 
154 
12.6 
12.6 
12.5 
53.9 
53.7 
53.6 
3.92 

16.2 
90 
165 
12.6 
12.7 
13.3 
56.4 
56.1 
56.6 
4.15 

69 
0.278 

20.2 
560 
158 
12.1 
12.1 
12.2 
55.8 
55.7 
55.9 
4.10 

24.6 
960 
154 
12.4 
12.5 
12.6 
56.6 
56.3 
56.7 
4.31 

Ne 
Mn=20.2 
rfa=560 

He-Ar 
Mg=20.2 

r / r i 

HORIZONTAL 

Fig. 6 Gas isoconcentration profiles for neon and equivalent 
helium/argon mixture 

periodically slipping down beside the rising water vapor, at ap
proximately 30-s intervals. The vapor, encountering the sub-
cooled wall, condenses rapidly, resulting in pressure fluctua
tions. This moving region of intense condensation is easily 
observed through the glass wall. The resulting mixed region 
extends well down into the adiabatic section. 

Table 2 summarizes the important parameters for the runs. 
It is interesting that for each gas molecular weight the 
evaporator temperature remains relatively constant for dif
ferent orientations, even though the gas distribution may 
change radically. 

The results obtained using mixtures of dissimilar non-
condensable gases are different from those obtained with a 
single gas. This is illustrated in Fig. 6, which compares results 
for the thermosyphon operated at a 45 deg orientation with 
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pure neon and with an equivalent mixture of argon and 
helium. Because the diffusion rate for helium is much greater 
than for argon, the helium is transferred preferentially across 
the gas-vapor interface, and being light, the helium promotes 
recirculation and increases the length of the stratified zone. In 
Figs. 3 and 4 this effect explains the greater stability of the 
neon/helium mixture (Mg = 16.0) compared to pure neon 
(Ms = 20.2). 

Other potential sources of mixing in the diffusion region 
were discovered in other runs of the experiment with different 
evaporator designs and liquid fill volumes. Evaporator wall 
dryout and rewetting may generate bursts of vapor and mix
ing. The geysering effect of rising vapor bubbles in vertical 
thermosyphons with large liquid fill volumes can also cause 
mixing. 

Conclusions 

Use of the miniature-wet-bulb technique permitted for the 
first time measurements of the noncondensable-gas concentra
tions in the condenser of a reflux thermosyphon. The wet-bulb 
probe allowed detection of natural convection and unstable 
phenomena. With the glass thermosyphon used in this experi
ment, the three regions in the condenser are readily seen: the 
clear shutoff region at the top, the middle diffusion and mix
ing region with a gradient of drop sizes, and the bottom active 
region with full condensation. Systems with different gas 
molecular weights but similar noncondensable mole inven
tories and power inputs behave differently because of natural 
convection due to temperature and concentration gradients. 
This natural convection results in gas recirculation and axial 
stratification and the proper scaling parameter for it is the 
Rayleigh number. 

Natural convection effects have three major impacts on the 
performance of gas-loaded thermosyphons and heat pipes. At 
low power levels axial stratification will result in "heat leaks" 
and lower than desired evaporator temperatures since 
stratification permits vapor to leak into the condenser. With 
vertical or near-vertical orientations and high Rayleigh 
numbers large transient fluctuations of the gas-vapor inter

face can occur, resulting in pressure fluctuations and degraded 
performance. Finally natural convection can change the per
formance of ground-tested heat pipes intended for space 
flight. 

The axisymmetric thermosyphon model does a good job of 
predicting gas-concentration profiles for a vertical 
helium/water thermosyphon and provides a reference to 
evaluate the effects of natural convection. To do this the 
assumption of constant mass density throughout the ther
mosyphon used in the model of Hijikata et al. (1984) was 
modified to constant molar density, and the calculation of the 
shutoff length Lg from the gas mole inventory was based on 
the cooling medium temperature Tc, rather than the satura
tion temperature Ts. A simplified method of calculation that 
reduces the number of nodes and iterations was also 
introduced. 
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Predicting the Performance of an 
Evaporative Condenser 
A simple analytical method, based on the method of Parker and Treybal {1961) for 
evaporative coolers, was developed to predict the performance of evaporative con
densers. The transfer coefficients of the model were predicted from standard cor
relations in the literature or those determined by Parker and Treybal for evaporative 
coolers. Field tests were performed on an evaporative condenser and the measured 
and predicted heat loads and recirculating water temperature were compared. It was 
found that the heat load was underpredicted by about 30 percent and the water 
temperature by 3°C. A change in U0 of a factor of 1.9 adequately predicts both the 
heat load and sump temperature. 

1 Introduction 

As yet no generally accepted method for predicting the per
formance of evaporative coolers or condensers exists, 
although a number of mathematical models have been 
developed. Most of the models given in the literature prior to 
1960 were derived by assuming that the water temperature was 
constant (Goodman, 1938; Thomsen, 1946) or by defining a 
theoretical water temperature that could be assumed constant 
(Wile, 1950). Parker and Treybal (1961) realized that the 
assumption of constant water temperature caused the' 
mathematical equations of the model to become inconsistent, 
thus giving a meaningless answer, unless the equations were 
solved in a specific order. 

Parker and Treybal modeled an evaporative cooler. The 
main assumptions made in the derivation of the model are 
that: 

(0 The Lewis relation applies. By this we mean that (hg 

Cpg/ky) is unity. This relation cannot be analytically proved 
(Peterson, 1984) but has been experimentally verified for 
air-water systems. 

(ii) The enthalpy of saturated moist air is a linear function 
of temperature over the whole range of bulk water and 
air-water interface temperatures in the unit. 

(Hi) The recirculation water flow rate is so large that 
changes in it due to evaporation can be neglected. 

The final equations of this model are consistent and can be 
solved to give a simple analytical solution. 

Mizushina et al. (1967) determined the various transfer 
coefficients in an evaporative cooler. The coefficients were not 
well defined and were determined by fitting test data to em
pirical log mean differences that used average water and tube 
wall temperatures. The coefficients determined in this manner 
differ from those determined by Parker and Treybal and this 
is not surprising as the transfer coefficients were defined dif
ferently in the two cases. Mizushina et al. (1968) developed 
two different rating methods for evaporative coolers, one a 
numerical technique and the other a simpler analytic model 
based on the assumption of constant water temperature. 
Finlay and Grant (1974) showed that this assumption may lead 
to errors in excess of 30 percent under certain conditions, for 
example large tube banks. 

A rating method based on cooling tower rating procedures 
was proposed by Tezuka et al. (1976). The assumptions made 
in this model are not as accurate as those used in the model of 
Parker and Treybal nor is the model as simple. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 2, 
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Finlay and Grant (1972) simplified the equations describing 
the mass transfer in an evaporative cooler by assuming that 
the vapor pressure of saturated moist air is a linear function of 
temperature. The model can be expected to be very accurate as 
this is the only major assumption made in the derivation. The 
final design equations are very complicated however and re
quire a numerical solution. The model of Parker and Treybal 
is discussed in this paper and it is said that the equations can 
be integrated but that the integration does not yield an explicit 
solution. It is also said that iteration is required to obtain a 
solution, which is not generally true. In a later report (Finlay 
and Grant, 1974) the authors compared the predictions using 
their model and that of Parker and Treybal and found that the 
results were ". . . i n good agreement for most engineering 
purposes." There are some puzzling points in this com
parison, e.g., an extra heat transfer coefficient is used in the 
model of Parker and Treybal, and it is not clear from the 
report what value was used in the comparison. 

Leidenfrost and Korenic (1982) followed a development in 
their model similar to that of Parker and Treybal but stopped 
short of making three assumptions used by the latter, namely: 

8 The Lewis number is 1. Although Leidenfrost and 
Korenic did not use this in their model, they assumed it in the 
numerical solution of the equations in order to save com
puting time. 

9 The water flow rate is constant. This assumption is a 
reasonable one; for example, in the tests conducted by the 
authors, the water flow rate changed by less than 2.5 percent. 

• The enthalpy of saturated moist air is a linear function of 
temperature. This assumption is used over the range of water 
temperatures in the condenser. If the water temperature varied 
by 10°C, which is probably far more than would ever be found 
in practice, this would introduce an error of about 3 percent in 
the value of the enthalpy. 

The resulting model requires a numerical solution with 
iteration to determine the recirculating water temperature. If 
however the three assumptions listed above are made, a much 
simpler analytical model based on that of Parker and Treybal 
can be derived, without much loss of accuracy. 

Leidenfrost and Korenic used the air heat transfer coeffi
cient for dry tubes in the model, presumably assuming that it 
would be the same as the air heat transfer coefficient at the 
water-air interface of wet tubes. Parker and Treybal showed 
that this was not true. Another error in the method was the 
definition of the Reynolds number of the water, which ac
cording to the definition given is not dimensionless. 

To summarize, there is no generally accepted means to 
model and predict the behavior of evaporative condensers. 
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Fig. 1 Cross-sectional view of evaporative condenser 

Most of the recent research has been on evaporative coolers, 
which differ from condensers firstly in that the tube-side fluid 
temperature varies in the cooler while remaining constant in 
the condenser, and secondly in that the units operate under 
very different conditions, i.e., tube-side fluid temperature and 
water and air flow rates. 

The models for evaporative coolers usually require a 
numerical solution or give an analytic solution based on the er
roneous assumption of constant water temperature. As 
discussed, this assumption can lead to large inaccuracies in the 
prediction. 

The model of Parker and Treybal gives a simple analytic 
answer based on assumptions that are fairly accurate. The 
model is derived using the energy balances for all three fluids 
and the experimentally determined transfer coefficients are 
correlated for the typical range of operating conditions of 
evaporative coolers. 

2 Description of an Evaporative Condenser 

The evaporative condenser may be regarded as a cooling 

Spray water 
Refrigerant f i l m 

£ Effective tube 
of effective bundle areas 

tube 

Fig. 2 Indication of parameters used in model 

tower in which the packing is replaced by a bank of tubes. The 
process fluid, the vapor to be condensed, flows inside the 
tubes. Air is drawn up through the bank of tubes while water 
is sprayed downward over the tubes. Some of this spray water 
is evaporated into the air while the remainder falls back into 
the sump and is recirculated. A diagram of an evaporative 
condenser is given in Fig. 1. 

Energy is transferred from the process fluid through the 
tube wall and into the water. From here the energy is trans
ferred into the air due to temperature gradients and 
evaporation. 

3 Theoretical Development 

In the subsequent development it will be assumed that: 
(/) The distribution of air and water is uniform at the inlets 

and this uniformity is maintained. Thus the temperatures in 

Nomenclature 

a, = 
a0 = 

°\ = 
Cp = 

Cps = 

d, 
d0 

G 

H„ = 

Hi 

total inside area of tubes, m2 

total outside area of tubes, 
m2 

constant used in model 
specific heat at constant 
pressure, J kg - 1 K_ 1 

specific heat at constant 
pressure for wet air, defined 
by Cpg = Cpa + w„Cpv, J 
kg- 1 K-1 

inside diameter of tubes, m 
outside diameter of tubes, m 
mass velocity of air based on 
minimum cross-sectional 
area, kg m - 2 s~' 
specific enthalpy of wet air, 
defined by Hg = (Ha + 
wvHv), J kg"1 

specific enthalpy of saturated 

Hi™ — 

H„ 

hc 

h. = 

hw = 

wet air at the water 
temperature, J kg"1 

specific enthalpy of water at 
interface temperature, J kg"1 

partial molar enthalpy of 
water vapor at interface 
temperature, J mo l - 1 

local heat transfer coefficient 
for the refrigerant side of the 
tube-refrigerant interface, W 
m - 2 K - ' 
local heat transfer coefficient 
for the air side of the 
water-air interface, W m - 2 

K"1 

local heat transfer coefficient 
for the water side of the 
water-air interface, W m~2 

K-1 

hi 

Kn = 

K = 

Mv 

m' 

local heat transfer coefficient 
for the water side of the 
water-tube interface, W m r 2 

K"1 

defined by - l/K0 = 
(m'/hw + \/ky), kg m~2 

s - 1 

thermal conductivity of tube 
wall, W m " 1 K - ' 
local mass transfer coeffi
cient for the air side of the 
water-air interface, kg m - 2 

s-1 

length of tube, m 
molecular mass of water 
(vapor), kg mol - 1 

defined by m' = dH's/dTw, 
assumed constant, J k g - 1 

K- 1 
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the unit will only depend on the vertical position in the unit, 
which implies that the model need only be one dimensional. 

(if) The water may be modeled as a continuous film flow
ing countercurrent to the air and cocurrent to the tube-side 
fluid as shown in Fig. 2. This is probably not all that good an 
assumption but has been extensively used and is the simplest 
one that appears to be reasonable. 

(Hi) Transfer between the air leaving the unit and the water 
spraying onto the tubes and also between the air entering the 
unit and the water dropping into the sump will be ignored. 
(These effects can be incorporated into the model if desired, 
however.) 

In the actual process the heat and mass transfer between the 
water and air occurs around pipes and not a plane wall as 
shown in Fig. 2; this is taken into account in the mathematics 
by using the appropriate definition for the overall heat 
transfer coefficient U0. The tube-side fluid actually condenses 
in a horizontal tube and not on a vertical wall as shown in the 
diagram but this can again be taken into account by using the 
correct correlation for the condensing coefficient. 

The transfer coefficients are defined with respect to the 
mole average velocities and are assumed to be independent of 
mass transfer rate. This is in accordance with the definition 
given by Bird et al. (1960). The mass transfer coefficient has 
been defined for a dilute water vapor-air mixture. The defini
tions are given below: 

-dmv =k a0(wItt-wv)dx 

l/Kn=m'/h„+l/k0 (7) 

dQc = hcai(Ti~Tc)dx 

dQw =hwa0(T,-T„)dx + H,„dmH 

dQ'w =h'wa0(T0-T„)dx 

(1) 

(2) 

dQg = hgaD(T,-Ts)dx- (Hlv/Mv)dmv (3) 

The steady-state mass and energy balances can be written for 
each fluid and simplified using the assumptions listed in the in
troduction as well as assuming that the fluid and transport 
properties and the tube-side fluid temperature are constant to 
give 

-U0a0(Tc-Tw)dx = mc\cdwc (4) 

U0a0 (Tc - TJdx + K0a0 (H'g-Hg)dx = mwCpwdTw (5) 

madHg=K0a0(H'g-Hg)dx (6) 

where 

l/U0=a0/(hcai)+d0\n(d0/di)/2k+ \/h'w (8) 

The tube-side energy balance equation (4) differs from that for 
an evaporative cooler and, unlike the development for 
evaporative coolers, is not actually used in the subsequent 
development. If the condensing temperature Tc is constant, 
equation (5) becomes 

U0a0 (Tc - Tw)dx + K0a0 (H'g -Hg)dx = mwCpwd(Tw - Tc) 

(9) 

Equation (6) can be rearranged to give 

mad(H'g-Hg) = -K0a0(H'g -Hg)dx+mam'd(Tw- Tc) (10) 

These two equations are of the same form as those derived by 
Parker and Treybal for evaporative coolers. The coefficient «, 
of equation (11) of this reference (al = U0a0/mwCpw + 
U0a0/mcCpc) must be modified for an evaporative condenser 
such that «! = U0a0/mwCpw. (This is equivalent to assuming 
Cpc is infinite.) The system of equations can be solved in the 
same manner as described by Parker and Treybal and more 
fully by Peterson (1984), to give expressions that allow one to 
calculate the condenser load and recirculating water 
temperature directly. 

4 Experimental Procedure 

The model described above uses two overall transfer coeffi
cients: U0 and K0. The value of these coefficients should be 
such that the predicted recirculating water temperature Twr 

and load Q fit the experimental data obtained while running 
the condenser conventionally. 

U0 is a function of k, hc, and h'w. Values for kand hc can be 
found in the literature. The tube-water heat transfer coeffi
cient h'w cannot be measured directly and the only correlation 
reported in the literature is by Parker and Treybal for 
evaporative coolers, which operate at different conditions 
from evaporative condensers. As these were the only reported 
data on this coefficient they were used to predict the overall 
heat transfer coefficient U0. The overall mass transfer coeffi
cient K0 is a function of hw and ky. The value of ky can be 
determined separately from experimental data obtained from 
running the condenser as a cooling tower, i.e., with no flow 
through the condensing coil, while water recirculates and air 
blows through the coils. The water-air heat transfer coeffi-

Nomenclature (cont.) 

m 

Qc 

Qg = 

e. = 

Qi, = 

T = 
T, = 

Tn = 

mass flow rate, kg s _ 1 

number of tubes per pass 
rate of energy transfer across 
the tube-refrigerant inter
face, into the refrigerant at 
x, W 
rate of energy transfer across 
the water-air interface into 
the air at x, W 
rate of energy transfer across 
the water-air interface into 
the water at x, W 
rate of energy transfer across 
the water-tube interface into 
the water at x, W 
temperature, K 
inside tube wall temperature, 
K 
outside tube wall 
temperature, K 

T = 

Un 

x 

r 

recirculating water 
temperature, K 
defined by \/U0 = 
(a0/(hcdi) + 
d0ln(d0/dj)/2k + \/h'w),W 
m - 2 K - ' 
width of tube bank, m 
mass fraction of condensate 
in tube-side fluid 
mass fraction of vapor in air 
at interface, assumed 
saturated 
mass fraction of vapor in 
bulk air 
average mass fraction of 
vapor in bulk air 
length dimension 
mass rate of spray water per 
tube per unit length, kg s~' 
m" 1 

X = latent heat of vaporization, J 
kg-1 

Subscripts 
a 
c 

g 

I 
in 

V 
w 

out 

pred 

= refers to dry air 
= refers to tube-side fluid, i.e., 

refrigerant 
= refers to wet air or an 

air-vapor mixture 
= refers to water-air interface 
= refers to property at the inlet 

conditions 
= refers to water vapor 
= refers to water film 
= refers to property at the 

outlet conditions 
= refers to value calculated us

ing standard correlations 
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Fig. 3 Side view of condensing coil 

cient h'w has again only been measured by Parker and Treybal 
for evaporative coolers and was thus used to predict K0. 

(a) Experimental Apparatus. The evaporative condenser 
tested was part of an experimental plant designed to produce 
24 tons of ice per day. This plant was situated outside and so 
subject to prevailing weather conditions. The condenser was 
used as the heat rejection system of the refrigeration cycle. 
Freon-22 was used as the refrigerant. The condenser tested 
was a Reco model RC 66, which has a nominal rating capacity 
of 250 kW. The design water flow rate is around 6 kg/s and 
the air flow rate is about 3.5 kg/s. Details of the coil con
figuration are shown in Fig. 3. 

The refrigerant inlet temperature, pressure, and flow rate 
were measured. The refrigerant was delivered to the condenser 
by a six-cylinder reciprocating compressor and was always 
superheated. This superheating (less than 10 percent of the 
total heat load of the condenser) was ignored in the analysis 
and the refrigerant was assumed to be at the condensing 
temperature. The pressure and temperature at the outlet of the 
coil were also measured. A U bend with a sight glass in the 
bend was fitted to the condenser outlet line to check the flow 
from the condenser. In normal practice this flow would be 
liquid but due to a problem in the refrigeration plant piping, 
the flow from the condenser was never fully condensed. This 
meant that the heat load on the condenser could not be cross 
checked and only the air-side measurements could be used to 
determine the duty of the condenser Q. The measurements 
taken on the air side were the inlet and outlet wet- and dry-
bulb temperatures (using Assmann psychrometers) and the 
outlet air velocity (using a rotating vane anemometer). The 
recirculating, makeup and bleed flow rates and temperatures 
were also measured. Turbine flow meters were used to 
measure the flow rates and the differences in the flow rates 
due to the evaporation of the water could not be detected with 
these meters. 

The experimental data were fairly inaccurate. This will 
almost always be the case when testing a field unit that is part 
of a refrigeration or other similar plant. The range of testing 
conditions was limited by the plant operation. Furthermore 
refrigeration plant instabilities, sudden gusts of wind, entrain-
ment of water in the air leaving the unit, etc., were all practical 
problems associated with field tests. 

The measured heat load is very sensitive to inaccuracies in 
the measured inlet and outlet wet bulb temperatures and air 
velocity. The wet bulb temperature could be read to an ac
curacy of ± 0.1 °C and the calibration accuracy of the 
anemometer was about 5 percent. The resultant error in the 
measured heat load is then of the order of 20 kW. The recir
culating water temperature was measured to the accuracy of 
± 0.1 °C. The accuracy of the measured condensing pressure 
is the most sensitive experimental input in the predicted heat 

load and recirculating water temperature. It is estimated that 
the condensing pressure, taking into account the errors in the 
calibration of the gage and in the reading, was measured 
within ± 20 kPa. This resulted in an accuracy of ± 10 kW of 
the predicted heat load and of ± 0.5°C of the predicted recir
culating water temperature. 

(b) Numerical Analysis of ky. Assuming the Lewis rela
tionship applies, a mass balance across the unit when 
operating in the cooling tower mode gives 

kydx= -m'dw' (10) 

Integrating this, assuming the transfer coefficient is constant, 
gives 

ky = (ma/a0)\n{ (wlv- w„ I , „ ) / (w I v - w„ I„„,)) (11) 

As a consequence of the assumption that the Lewis relation
ship applies, the water temperature through the condenser is 
equal to the air wet-bulb temperature and thus wlv is also con
stant, and can be determined from psychrometric data. The 
above equation can be used to calculate ky. 

(c) Numerical Analysis of U„ and K0. The overall heat 
transfer coefficient U„ is a function of hc, k, and h'w. The 
value of the thermal conductivity of the tube can be found in 
the literature and a value of 52 W m ~' K~' (based on stainless 
steel) was used. The condensing coefficient hc presents a 
problem as the current methods of predicting condensing coef
ficients are not all that reliable. The value of the coefficient 
depends on the flow regime in the tubes, which in turn varies 
along the tube. The gas velocity in the tubes is fairly low 
(about 1,7ms"1) , even though the Reynolds number is fairly 
high (about 1.8 x 10s) and it would seem that the flow in the 
coil would be more stratified than annular. The Chato correla
tion (Collier, 1972) for stratified flow was therefore used to 
estimate the condensing coefficient. The correlation for h'w as 
given by Parker and Treybal is 

h'w = (982+ 15.58 Twr)(T/d0)
m 

where T=mw/N,L, and 1.36 <T/d0<3. 

The operating conditions of the evaporative condenser 
covered the following range: 

1.3<r/tf0<3.36 

Parker and Treybal found that the value of hw was high and 
nonlimiting and suggested a value of 11,600 W m~2 K" ' . The 
following method of comparing the model and the experimen
tal data was used: 

(/) Calculate the load from the air-side measurements. 
(if) Calculate K0 using the correlation for ky determined in 

the previous experiments and a value for hw of 11,600 W m~2 

K"1. 
(Hi) Determine U0 using the Chato correlation for hc, the 

Parker and Treybal correlation for h'w, and a value of 52 W 
m- 1 K"1 for A:. 

(iv) Calculate the load and the recirculating water 
temperature from the model. 

(v) Check the accuracy of the transfer coefficients by com
paring the measured and calculated Q and T„r. 

5 Experimental Results 

The local mass transfer coefficient ky is plotted versus mass 
flow rate of air in Fig. 4. Parker and Treybal found the 
following correlation to apply to the data for evaporative 
coolers: 

ky = 0.0493 {G(l + wmv)}°-905 

for 0.68 < G < 5 where G = ma/{ Wt - Ntd0/2)L,}, and 

1.36<r/d„<3 
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where V = mw/N,L,. The correlation of Parker and Treybal 
has been extrapolated and is shown on Fig. 4; it appears to be 
consistent with these results. 

The range over which these experiments were performed is: 
5.87 < G < 9.78 where G = 1.308 ma\ and 1.30 < T/d0 < 
4.33 where Y/d0 = 0.729 mw\ and this therefore extends the 

range over which the correlation of Parker and Treybal may 
be used. 

The authors found that the coefficient was largely inde
pendent of the water flow rate, which agrees with the findings 
of Parker and Treybal. 

The water flow rate only affects the coefficients at low flow 
rates when the tubes are incompletely wetted. The four points 
that fall well beneath the curve are all values where the water 
flow rate was less than 1.75 kg/s. 

The predicted versus measured Q and Twr are shown in Figs. 
5 and 6. In both cases the predicted value is lower than the 
measured. The condenser load is underpredicted by about 30 
percent and the water temperature by about 3°C. This would 
seem to suggest that the predicted value of the overall heat 
transfer coefficient is too low. 

Increasing the value of U0 improves both predictions and a 
constant factor of 1.9 (i.e., U0 = 1.9 t/opred) gives a fairly 
good correlation between the measured and predicted values 
for the load and recirculating water temperature, as can be 
seen from Figs. 7 and 8. This would seem to indicate that one 
or both of the local heat transfer coefficients h'w and hc are 
underpredicted by the correlations. It is not clear which of the 
coefficients are underpredicted. If it is assumed that all the er
ror lies in the condensing coefficient this would imply a value 
of about 8800 Wm" 2 K" ' , which is usually only feasible in 
the annular flow regime at much higher gas velocities. The 
superheating of the vapor could also enhance the condensing 
coefficient as the superheating seems to promote a type of 

752/Vol. 110, AUGUST 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



dropwise condensation (Altman et al., 1960) with the 
associated high coefficients. 

6 Discussion 

The model of Parker and Treybal has been modified and 
applied to evaporative condensers. The model is very simple 
and straightforward to apply in practice, merely involving the 
solution of algebraic equations. The correlation for the 
water-air mass transfer coefficient (ky) given by Parker and 
Treybal has been verified and the range over which this cor
relation has been tested has been extended. The predicted 
value of the overall heat transfer coefficient U0< using the 
Chato correlation for the condensing coefficient hc and the 
Parker and Treybal correlation for the tube-water heat 
transfer coefficient {h'^), would seem to be too low as the duty 
of the evaporative condenser is underpredicted by about 30 
percent. 

Both the load and the recirculating water temperature can 
be predicted if the value of U0 is increased by a factor of 1.9. 
Further tests on a variety of evaporative condensers and 
coolers could be performed in order to confirm these findings 
and to refine the correlations. It would also be desirable to 
measure the various profiles through the condenser in order to 
verify that the predicted profiles fitted the measured ones. 
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Similarity Analysis of Condensing 
Flow in a Fluid-Driven Fracture 
Similarity solutions are derived for some fundamental problems of condensing flow 
in a hydraulically driven fracture. The governing equations describe one-
dimensional homogeneous turbulent flow along a wedge-shaped hydraulic fracture 
in an elastic medium. The instantaneous fracture speed is determined as an 
analytical function of fracture length, material properties, process parameters, and 
a single eigenvalue, which is calculated by solving a system of ordinary differential 
equations for the variation of pressure, energy, velocity, and opening displacement 
along the fracture. Results are presented for abrupt condensation of a pure 
substance and for gradual condensation of air/water mixtures. The rate of conden
sation is controlled by the rate of heat transfer to the fracture wall, which depends 
upon a single dimensionless parameter. For small and large values of this parameter 
the present multiphase solutions are in agreement with previous solutions for single-
phase flows of vapors and liquids. Although most of the results are presented in 
dimensionless form, some numerical examples are given for steam-driven fractures 
emanating from the cavity resulting from an underground nuclear explosion. 

Introduction 

In underground nuclear tests conducted at the Nevada Test 
Site, the very rapid energy release and the associated vaporiza
tion, melting, and deformation of the surrounding rock 
typically results in a large spherical cavity (R ~ 30 m) filled 
with superheated steam and air at pressures and temperatures 
on the order of 3-10 MPa and 1000-2500 K (Teller et al., 
1968). The early plastic deformation and the subsequent 
elastic rebound of the surrounding rock usually induce a 
residual confining stress around the cavity, which is greater 
than the internal gas pressure, thus prohibiting the growth of 
fractures. However, some time is required to establish the 
residual stress field and its effectiveness may sometimes be 
degraded by decoupling of the explosion, low rock strength, 
or the presence of nearby lithologic interfaces. Thus, it is im
portant to estimate the speed and extent of steam-driven frac
tures, which might carry radioactive gases from the cavity 
toward the surface. 

The phenomenology of steam-driven fracture propagation 
is sufficiently complex that comprehensive numerical models 
are generally required to simulate the overall process, as il
lustrated by the work of Keller et al. (1974), Pitts and Brandt 
(1977), Nilson and Griffiths (1983), and Griffiths and Nilson 
(1986a). However, to gain a better understanding of the con
trolling physics and as a check on the more comprehensive 
models, it is useful to investigate separately some of the im
portant mechanisms that limit fracture growth, such as 
pressure decay of the cavity fluid, seepage losses from the 
crack into the host material, heat loss to the fracture walls, 
and condensation of fluid within the crack. The present paper 
is devoted to this last consideration. 

This paper is the fourth in a sequence of studies that use 
similarity transformations to solve fundamental problems of 
fluid-driven fracture propagation. The first paper (Nilson, 
1981) addressed isothermal flow of an ideal gas. The second 
(Nilson and Griffiths, 1986) included heat transfer to the frac
ture walls, but was still restricted to ideal gases. The third 
(Griffiths and Nilson, 1986b) dealt with two-phase gas/liquid 
flows under isothermal conditions. Here we investigate the 
more general and more realistic case of multiphase, multicom-
ponent flows in which the rate of condensation and re-

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Anaheim, California, December 7-12, 1986. 
Manuscript received by the Heat Transfer Division January 12, 1987. Keywords: 
Condensation, Moving Boundaries. 

evaporation is controlled by convective and/or conductive 
heat transfer to the fracture walls. 

Beyond the intended application to hydrofracture pro
cesses, the present analysis of transient condensing flow may 
be of general interest to engineers who deal with two-phase 
flows in narrow channels. Past comparisons between flows in 
pre-existing channels and flows in hydrofractures suggest that 
the same methodology is applicable and that there is a strong 
similarity of behavior (Nilson and Morrison, 1986). Indeed, 
the present solutions for condensing flows in fractures are 
even somewhat comparable to Morrison's (1973) solutions for 
condensing flows in permeable media. 

Governing Equations 

The wedge-shaped fracture geometry of Fig. 1 is typical of 
hydrofracture applications. The propagation velocity of the 
fracture is often considerably less than the wave speed in the 
surrounding solid, so that the aperture profile w{&) of the frac
ture depends on the instantaneous fluid pressure distribution 
p(6), as described by the following integral formula from 
linear elastic fracture mechanics (Barenblatt, 1962): 

w(6)--
4(1 

•KG J0 JO VFH 5 VF^ 
(1) 

Po u 

Fig. 1 Schematic of a wedge-shaped fracture in a semi-infinite medium 
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Here, G and v are the shear modulus and Poisson ratio, 
respectively, a is the in situ compressive stress acting normal to 
the plane of the fracture, I is the fracture length, and 6 — 
x/i (t) is the normalized position along the fracture. 

Rock fracturing processes are very generally described by 
the theory of linear elastic fracture mechanics in which the in
fluence of the stress singularity and the inelastic zone sur
rounding the crack tip are accounted for by the fracture 
toughness K, which is a routinely measured property of rocks. 
In mobile-equilibrium fracturing the stress intensity at the 
fracture tip is continuously maintained at the critical level, as 
described by the balance (Barenblatt, 1962) 

m-
o vr 

•a K 
(2) 

which again applies to the geometry of Fig. 1. 
The one-dimensional two-phase flow along the fracture is 

governed by conservation of mass, momentum, and energy 
for a homogeneous mixture of liquid and vapor (Shapiro, 
1954; Wallis, 1969) 

(3) -— (pw)+~— (pwu) = 0 
dt dx 

d d , VI dp ^ u 
—-(pwu) + —(pwu2) = -pw \ — -^- + -z- — 
dt dx Lp dx 2 w 

9 d 
— (pwe) + — 
dt dx 

( P W 3w pwu\e+^)r~p^-2 

(4) 

(5) 

where p is the mixture density, u is the fluid speed, and e is the 
internal energy, each averaged over the fracture cross section. 
In adopting a homogeneous model of the two-phase flow, we 
have assumed that the vapor and liquid are well mixed and, 
hence, share the same velocity at any axial position along the 
fracture. This formulation was chosen, rather than a "two-
fluid" (e.g., stratified) alternative, because a layer of conden
sate forming on the cold walls of the crack would be subject to 
the Kelvin-Helmholtz instability and would not be stabilized 
by either surface tension (Gater and L'Ecuyer, 1970; Saric et 
al., 1977) or gravity (Ardon, 1980) for gas velocities in excess 
of a few meters per second. 

In accordance with the order of magnitude estimates de
rived by Griffiths and Nilson (1986b), the inertial terms 
udu/dx and du/dt can be neglected in the momentum equa
tion, leaving a balance between pressure forces and frictional 

or drag forces. The drag is incorporated through a friction 
factor t/<, which can be expressed in the simple analytical form 

* = 2a{-~)" (7) 

This relation is based on Huitt's (1956) experimental data (a ~ 
0.1, b ~ 0.5) for fully rough turbulent flows in simulated 
geologic fractures having roughness heights e. The constants 
in this model might also be adjusted to fit any other set of 
data, such as the high Reynolds number asymptotes of a 
Moody chart. Moreover, with b = 0 and a = 0.005 the model 
reduces to a constant friction factor of Cj = \p/2 = 0.005, 
which Wallis (1969) suggests as a useful rule-of-thumb 
estimate for homogeneous two-phase mixtures. Although the 
present results are limited to flows that are turbulent 
everywhere along the fracture, it is shown by Griffiths and 
Nilson (1985a) that these asymptotic solutions and their 
smooth-turbulent counterparts provide a good indication of 
the overall behavior in many applications of interest. 

The lateral heat flux q from the fluid to the fracture wall is 
given by 

q = h(T-T„) (7) 

where T is the bulk temperature of the fluid at any axial loca
tion, Tw is the fracture wall temperature, and h is the convec-
tive heat transfer coefficient, which can be related to the fric
tion factor (Kays, 1966) by way of the Reynolds/Prandtl 
analogy between momentum transport and energy transport in 
turbulent flow 

h=-
1 

1>puCpPr- (8) 

The lateral flux q is carried from the fracture wall into the sur
rounding solid by heat conduction 

dT 

dy 
(9) 

where k is the thermal conductivity of the wall material and y 
is distance into the wall. The temperature field within the wall 
is governed by the transient diffusion equation 

dT , d2T 
= D V 2 T ^ D ( 1 0 ) 

dt dy2 

in which D is the thermal diffusivity and the longitudinal con
duction term, d2T/dx2, is neglected because the thermal 
boundary layer is very thin compared to the fracture length. 

a -
b = 

e = 
G = 
K --

e = 
N --

P = 
Po = 

Q = 

Q* --
R = 
t --

T = 
u -

= turbulent drag constant 
= exponent in turbulent drag 

relation 
= internal energy 
= shear modulus 
= fracture toughness 
= fracture length 
= driving pressure ratio = 

p0/a 
= fluid pressure 
= fluid pressure at inlet 
= heat flux 
= heat transfer parameter 
= density ratio = (pv/p()o 
= time 
= fluid temperature 
= fluid speed 

U = 
V = 

w = 
W = 
X = 
5 = 

A = 

e = 

e = 
x = 

/* = 
v = 
P = 

reference speed 
speed of evaporation 
interface 
local fracture aperture 
mass fraction of water 
steam quality 
jump change across 
interface 
overall change along 
fracture 
fracture surface roughness 
normalized position = x/i 
normalized fracture speed 

= i/u 
dynamic viscosity 
Poisson ratio 
fluid density 

a = far-field confining stress 
\p = fluid friction factor 

Subscripts 
/ = evaporation front 
t = liquid phase 
v = vapor phase 
w = wetting front 
0 = inlet 
+ = downstream side of 

interface 
- = upstream side of interface 

Superscripts 
* = normalized or dimensionless 

quantity 
• = overdot indicates time 

derivative 
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In general, both the convective and the conductive 
resistances to heat flow may be important, and the local wall 
temperature is controlled by their relative magnitude. Here we 
will consider the two limiting cases in which one mechanism, 
either convection or conduction, is the dominant resistance. In 
the convection-controlled limit the fracture wall temperature 
is nearly the same as the ambient temperature Ta, so the wall 
is assumed to be isothermal. Conversely, in the conduction-
controlled extreme, the wall temperature is nearly the same as 
the fluid temperature, and hence varies with position along the 
fracture. 

To complete the problem statement it is only necessary to 
provide an equation of state and appropriate boundary condi
tions. The present paper treats a succession of problems in 
which the equation of state becomes progressively more com
plex: first, isothermal flow of an ideal gas or an incompressi
ble liquid; then, two-phase flows separated by a sharp inter
face; and finally, gradual condensation of a steam/water/air 
mixture. In every case, however, the boundary conditions of 
pressure and energy at the fracture inlet are held constant in 
time, so that the resulting flows will have a self-similar 
character. 

Similarity Transformation 

Similarity solutions to the coupled fluid/solid governing 
equations are possible in situations when the following restric
tions are met: (I) The confining stress a is uniform in the far 
field; (2) the driving pressure is constant; (3) the flow is either 
isothermal or adiabatic; (4) the flow is either laminar or tur
bulent; and (5) the fracture toughness A'is negligible. The last 
restriction implies that the work done in opening the fracture 
against the confining stress is large compared to the energy 
consumed at the crack tip (a > > K/VF, as appropriate for 
relatively long fractures at large depths). It is shown by Nilson 
and Griffiths (1986) that the opposite extreme (<r < < K/4i, as 
appropriate for surface blasting of strong rocks) is described 
by a closely related family of local similarity solutions in 
which AVvTplays the role of a. 

Under the restrictions stated above, the partial differential 
equations in x and t can be converted to ordinary differential 
equations (ODEs) in 6=x/i(t). The dependent variables are 
first normalized as follows: 

P*=-
Pa 

T*=—, e* 

TTG 

e 
p = -

PQ 

, w r 7rG i " 
t iA{\-v)p0r u 

-4(l-^0" » (11> 

in which the subscript " 0 " refers to inlet conditions and fluid 
velocity is scaled by a length-dependent function 

( — ) 
\p0a/ 

V TTG / 
(12) 

Then, by introduction of these transformations, the equations 
for the normalized opening displacement w* and stress intensi
ty become 

w* - J : I * p'W-N-
< % • 

W 
VFH 3 ^/F:^^2 

p*(6)-N~ 
de=o (14) 

in which N=p0/a is the ratio of driving pressure to confining 
stress. The relationship between pressure gradient and fluid 
velocity can now be written as 

dp* 

3d 
p'u" 

(15) 

The continuity equation (3) takes the form 

3 3 
\p*w*-~K0—(p*w*) + —(p*w*u*) = 0 (16) 

36 36 
and there can be no flow through the tip of the fracture, re
quiring that 

p*(«*-A0) = Oat 0=1 (17) 

The eigenvalue X represents the dimensionless fracture speed 

\=p=UU (18) 

which can be determined only by solving the system ODEs that 
has resulted from the transformation. Once X is known, the 
fracture speed can be calculated readily from equation (18) 
along with the definition in (12). Note that the fracture speed 
is not constant; it increases with fracture length according to 
(12). 

The energy equation must generally be solved in conjunc
tion with the above equations, as explained in a later section. 
For the moment, however, we will restrict attention to isother
mal flows that are governed by equations (13)—(17) alone. 

Numerical solutions to (13)—(17) are calculated by the 
iterative method outlined below. Starting from some initial 
guess of X, p* (6), and T*(6), the procedure is to: 

1 calculate w* (6) from the integral equation (13); averaging 
of successive iterates affords advantageous damping; 

2 calculate u* (6) by integration of ODE (16) starting from 
the leading edge of the flow where u* = X0, as generally re
quired by (17), and integrating backward in 6 to the mouth of 
the fracture; 

3 calculate p* (6) and e* {6) by integration of ODE (15) and 
later the energy equation forward in 6 from the mouth of the 
fracture, where p* = e* = 1, to the tip; 

4 sequentially repeat steps 1, 2, and 3 to convergence, 
always using the most recent values of w*, p*, e*, and «*; 

5 check to see if the integral constraint (14) is satisfied by 
the current p* (8); 

6 make a better guess of X, based on the error observed in 
step 5 and repeat, starting at step 1. 

The aim is iteratively to adjust X until the integral constraint 
is satisfied for a prescribed value of N. Alternatively, the value 
of X (i.e., the fracture speed) can be prescribed and held fixed 
during the iterations; the integral constraint can then be used 
to directly calculate the corresponding value of N. Either way, 
convergence is fast. The double-sweep integration procedure 
in steps 2 and 3 is more efficient and more stable than the 
alternative single-sweep shooting procedures, since the 
double-sweep makes direct use of the known conditions at 
both ends of the fracture. 

The ODE integrations and iterative adjustments of X are 
performed using DEBDF and ZEROIN, respectively. Both of 
these are explained and listed by Haskell et al. (1980) and are 
widely available in system libraries. The reported calculations 
were run with 100 output stations along the fracture length, 
but the integrator takes intermediate steps to maintain a 
relative and absolute error tolerance of 10~4. Quadratures are 
done by the trapezoidal rule. 

(23) Single-Phase Flows: Gas or Liquid 

Some single-phase solutions are first presented to provide a 
frame of reference for later comparison with two-phase 
results. The only parameter that appears in the normalized 
equations (13)—(17) is the pressure ratio N= p0/a. The 
pressure profiles shown in Fig. 2 for incompressible liquids 
(p* = 1) and ideal gas (p*=p*) are remarkably similar, 
despite the difference in equation of state. When the pressure 
ratio iVis large, a shallow penetration is sufficient to drive the 
fracture ahead, i.e., to satisfy the stress intensity criterion of 
equation (14). For smaller N, deeper penetration is required. 
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Fig. 2 Pressure distribution along fracture for turbulent flow of a gas 
(dotted) or liquid (solid) at various pressure ratios, N = p0la 

The eigenvalue or dimensionless speed, t in equation (18), 
is of comparable magnitude for gas and liquid flows. A 
reasonable approximation for fully rough turbulent flows is 
(Nilson and Griffiths, 1986) 

i* ~ const X (Mn(iV))3/4 (19) 

where the constant is about 0.38 for gas flows versus 0.16 for 
liquid flows. The gas-driven fractures run about two times 
faster as a result of gas expansion within the fracture. This 
does not imply that the dimensional speed is nearly the same 
for air and water, but rather that scaling fluid speeds with 
U~(pQ/p0)

W2 works for gases and liquids alike. 
Conditions at the leading edge of the single-phase flows are 

also instructive as a prelude to the two-phase cases. In gas 
flows, the fluid pressure and density go exponentially to zero 
in the frontal portion of the fracture, and the fluid speed ap
proaches the tip speed (Nilson, 1981) 

u - i o r u*~t as 0 - 1 (20) 

in order that there be no flow through the tip. In liquid flows, 
however, there is a distinct leading edge or wetting front 6W, at 
which the trailing fluid velocity is the same as the velocity of 
the wetting front (Griffiths and Nilson, 1986b) 

U=6JOT u*=e„t ate=ew (21) 
The fluid pressure goes to zero at this wetting front, and there 
is a vacuum ahead. However, the void in the tip is a 
mathematical consequence of assuming that the fluid is in
compressible. In reality, there will be a transition from liquid 
to vapor as the pressure falls below the saturation pressure, as 
described by the two-phase solutions of the next section. 

Abrupt Phase Change at a Sharp Interface 

To illustrate some fundamental features of condensing and 
evaporating flows we first consider a simple, albeit somewhat 
artificial, situation in which the liquid/vapor transition occurs 
very abruptly at a fixed position, df = xf/t Such a process 
would occur in an isothermal flow that entered the fracture as 
a liquid and then flashed to vapor at the point 6/t where the 
fluid pressure fell below the vapor pressure, as discussed 
previously by Griffiths and Nilson (1986b). Here, we briefly 
review those results for evaporating flow and then make a 
comparison with the opposite case of a condensing flow with a 
sharp interface. 

Since the fluid is either a liquid or a vapor (not a mixture) at 
any position along the fracture, the equation of state can be 

constructed in a piecewise fashion. Assuming that the liquid is 
incompressible (p=p0)>

 t n e vapor is ideal (p=p/RT), and the 
temperature is everywhere uniform, 

p* = l (liquid) (22) 

\ Pi / 
(vapor) (23) 

in which all densities are normalized to the inlet density p0 , 
and (pv/pt)o is the ratio between the vapor density (at the inlet 
pressure p0) and the liquid density. 

The mass balance at the evaporation front requires that 

p.(u_-V)=p+(u+-V) (24) 

in which V is the interface velocity. Upon transformation to 
the scaled variables, noting that V= 0 / where Bf = xf/tis the 
normalized evaporation front location 

M-^-).^"'-^ (25) 

in which p) = P//p0 is the normalized pressure at the front. 
Under our previous supposition that inertial forces are much 
smaller than pressure or drag forces, the pressure is constant 
across the front. That is, the pressure jump is small compared 
to the overall pressure drop. Finally, the isothermal supposi
tion eliminates the need for an energy balance at the front. 

Typical results for evaporating and condensing flows are 
shown in Figs. 3 and 4, respectively. In both cases the three 
dimensionless parameters that characterize the solution are 
chosen as follows: 

a V p , / o 100 ' p 0
 2 

(26) 

To obtain these sharp-front solutions, the equations were first 
integrated from the inlet to the point where p* =pj, the jump 
balance equation (25) was then used to cross the interface, 
after which forward integration was resumed. Thus the posi
tion of the phase interface was determined as a part of the 
solution. 

It is surprising to see that the phase interface happens to 
reside near the middle of the fracture in both of these flows. 
This implies that the mean pressure gradient across the vapor 
is roughly the same as the mean pressure gradient across the 
liquid, regardless of whether the flow is evaporating or 
condensing. 

The gas velocity is generally greater than the liquid velocity, 
in both evaporating and condensing flows, as seen in the 
curves labeled u* in Figs. 3 and 4. The velocity contrast is even 
greater when measured relative to the moving 0 coordinate 
system, that is, in terms of the curve labeled 

u-ee 
U =u*-ee* (27) 

At 0 = 0 this is simply the velocity of the liquid as it passes 
through the entrance plane. At 0/ and 0/ this is the speed of 
the liquid and the vapor, respectively, relative to the moving 
evaporation front. So, in view of the mass balance (25), the 
relative velocity must increase by a factor of (Rpfl-1 in cross
ing the front. Finally, as the gas approaches the tip, its relative 
velocity goes to zero in order that there be no flow through the 
tip. 

It is interesting to observe that the flow field adjusts itself 
such that the liquid flux passing through the phase interface is 
always very small. This can be seen in both Fig. 3 and Fig. 4 
where u* - dt is very small on the liquid side of the interface. 
Otherwise, there would be an enormous volume of vapor flow 
on the opposite side and, hence, a very steep pressure gradient. 

The fracture propagation speed is generally equal to the 
fluid velocity at the crack tip. Thus, in an evaporating flow the 
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propagation speed is comparable to the gas velocity and the 
liquid speed is somewhat slower. Conversely, in a condensing 
flow the propagation speed is comparable to the liquid veloci
ty and the gas velocity is considerably faster. Indeed, the gas 
velocity is so much greater than the propagation speed, 
u*~8t is almost indistinguishable from u* in the vapor 
region of Fig. 4. 

Further results for evaporating flows are presented by Grif
fiths and Nilson (1986b) where it is shown that these two-
phase flows revert to the degenerate gas-only or liquid-only 
solutions of Fig. 2 in the limits as pj — 0 or 1. In that previous 
work we also investigated the isothermal flow of air/water 
mixtures in which gradual evaporation occurs as a result of the 
pressure decrease along the fracture. Those flows served as a 
testing ground for numerically solving the self-similar 
transport equations in conjunction with a generalized 
air/water/steam equation of state. When the mass fraction of 
air was relatively large, the evaporation zone was spread over 
a large segment of the crack length. For smaller amounts of 
air, however, the thickness of the evaporation zone became 
smaller and smaller, approaching the abupt evaporation solu
tion of Fig. 3 in the limit as the air fraction was reduced to 
zero. Those solutions tested the accuracy of the numerical in
tegration procedure, including the air/water/steam equation 

of state, in a very severe, nearly discontinuous, case. In the 
next section we apply that same methodology, further sup
plemented by the energy equation, to investigate some more 
general condensing flow situations. 

Gradual Condensation Controlled by Heat Transfer 

The rate of condensation or evaporation is usally controlled 
by the rate of heat transfer between the fluid and the sur
rounding rock. Thus, it is generally necessary to solve the 
energy equation along with the other self-similar transport 
equations. In normalized form this is 

de 

or 
conv t b W J vi) 

cond 

dT* 

dr) 

(convection limited) 

(conduction limited) (28) 

where the dimensionless parameter Q* is defined as follows 
for the two limiting cases of interest: 

2k 

VZ» P0e0 W (-f̂ ) 
/ e \ b/A / irG \ 

\~T) \4(l-v)p„) 

(5 + b)/A 

(30) 

In the convection-limited regime, the dimensionless wall 
temperature Tw* = Ttv/T0 is prescribed and the equations can 
be solved without any additional information. In the 
conduction-limited regime, however, it is necessary to solve 
simultaneously the parabolic partial differential equation 

2 \ j r 1 dT* d2T* 
\2-bJ dd 2 V drj dr\ 

(31) 

which is derived from Fourier's Law by introducing the 
longitudinal variable d = x/£(t) along with the transverse 
variable T) =y/\fDt. 

The numerical solution procedure is essentially the same as 
before, except that the third step now includes a coupled in
tegration of the momentum equation and the energy equation 
to determine p*(d) and e*(fi) along the fracture. During this 
step the equation of state is frequently called upon to generate 
the corresponding values of T*(6) and p*(6) as well as the ther
modynamic derivatives, which are needed in solving the cou
pled equations in terms of p* and e*. Also, in the case of 
conduction-limited heat transfer, there is one additional step 
in the numerical procedure wherein a marching integration 
algorithm is used to solve the finite-difference form of the 
parabolic conduction equation (31), as described by Nilson 
(1980). 

The primary purpose of these numerical solutions is to learn 
how the fracture speed is influenced by cooling and condensa
tion of the air/steam driver gas. The dimensionless parameter 
Q* is a measure of the rate of energy loss to the fracture walls 
compared to the total rate of energy input. Note that Q* 
always decreases as the fracture grows longer, so the heat 
transfer process becomes progressively less effective in 
limiting the fracture speed. Also, since Q* decreases gradually 
the behavior is not truly self-similar. However, the actual 
behavior can be closely approximated by a sequence of local-
similarity solutions for successively smaller values of Q*, par-
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ticularly since the behavior is truly self-similar in the limits as 
Q* tends to zero (adiabatic) or infinity (isothermal and fully 
condensed). This local similarity approach has been applied to 
many problems in the fluid/thermal sciences and the results 
generally compare favorably with higher-order approxi
mations. 

The principal advantage of the local-similarity approach is 
that the influence of heat transfer is described by a single 
parameter Q*, which can be readily estimated for any con
figuration. In formulating the problem, we have allowed for 
solutions that are either convection limited or conduction 
limited. In either instance Q* has the same physical 
significance in terms of fractional heat extraction. Thus, as 
demonstrated for ideal gas flows by Nilson and Griffiths 
(1986), the dependence of the solutions on the parameter Q* is 
essentially the same regardless of whether the heat transfer 
process is convection limited or conduction limited. For that 
reason we will present numerical results only for the 
convection-limited case, with the understanding that these 
should provide reasonable estimates for conduction-limited 
cases and even for intermediate circumstances described by the 
composite parameter 

Q* „ ^cond Vsconv fi*)\ 

total~ ~ 7 ^ , n„ (iZ) 
iicond *~ iiconv 

which recognizes that the lesser of the two thermal conduc
tances, Q*ond from (30) and Q*om from (29), is the control
ling consideration in the heat transfer process. 

The influence of steam condensation will be illustrated by a 
sequence of solutions for progressively larger values of Q*. 
The parameters of the sample problem are chosen to be 
representative of the nuclear testing application while, at the 
same time, comparable to previously reported results for ideal 
gas flow. The inlet conditions are taken asp0 = 4 MPa, T0 = 
2345 K, and W = 0.9 where the last indicates that the driver 
gas is 90 percent water by mass. The equation of state then 
returns the following values for the energy and density at the 
inlet: e0 = 6 MJ/kg and p0 = 3.8 kg/m3. Finally, the ambient 
values of confining stress and temperature are defined by 
choosing a pressure ratio of N = p0/aa = 2 and a 
temperature ratio of Tw/T0 = 0.15. Note that the normalized 
saturation temperature corresponding to the inlet conditions is 
roughly Tsat/T0 = 0.25, so considerable cooling will be re
quired to produce condensation. 

For small enough values of the heat transfer parameter 
there is no condensation of the water vapor, as shown in Fig. 5 
where Q* = 0.2. Thus, the profiles of pressure, temperature, 
and velocity are comparable to those presented in ideal gas 
flows (Nilson and Griffiths, 1986). Near the tip of the frac
ture, the fluid velocity approaches the propagation speed as 
the pressure decreases exponentially to zero. The fluid 
temperature at the tip is controlled by the balance between 
frictional heating and cooling to the wall. Thus, as apparent in 
Fig. 5, the fluid temperature may remain well above the wall 
temperature everywhere along the fracture. 

Condensate begins to form near the tip of the fracture when 
Q* is of order unity, as seen in Fig. 6 where the quality (X = 
mass water vapor/mass water total) dives sharply from unity 
to very near zero and then rises even more abruptly back to 
unity just behind the fracture tip. Thus, there is a narrow band 
of condensate that spans only 10 percent of the fracture 
length. The tip region must always be gas filled because the 
pressure goes to zero there and the temperature is always 
finite, so the tip pressure is necessarily less than the local 
saturation pressure. The pressure, temperature, and velocity 
profiles still remain quite similar to those in Fig. 5 for single-
phase gas flow. 

The crack is half filled with condensate for Q* of around 3, 
as apparent in Fig. 7. The temperature profile now exhibits a 
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plateaulike structure with four distinct regions: the entry 
region where the gas cools to the saturation condition, an in
termediate plateau region where all of the water vapor is con
densed, a short subcooling zone where the mixture of air and 
liquid water is cooled to the wall temperature, and the tip 
region where the fluid is in thermal equilibrium with the sur
roundings. The pressure profile is still surprisingly similar to 
the previous cases. This is because the pressure must always 
satisfy the integral constraint, equation (14), which ensures 
that the pressure loading on the walls is just sufficient to main
tain a slight tensile stress at the tip. 

At sufficiently large heat transfer rates there is hardly any 
steam in the crack, as illustrated in Fig. 8 for Q* = 10. The 
quality is zero over the entire midsection, leaving only the nar
row condensation and evaporation zones at the inlet and the 
tip, respectively. The character of the temperature profile is 
basically unchanged, but the velocity profile is tending toward 
the sharp-interface solution in which the gas velocity is much 
greater than the liquid velocity. Throughout the earlier se
quence of calculations for Q* = 0.2-3.0, the inlet velocity had 
only increased from u* = 0.4 to u* = 0.5, but now it is about 

twice that large. More importantly, the fluid speed near the tip 
is much smaller now, resulting in a smaller fracture speed. 

At very large Q*, the condensation and evaporation layers 
at the ends of the fracture become even narrower, but there is 
no further reduction in the fracture speed, since the fluid is 
already fully condensed and cooled, for all practical purposes. 

Since volumetric contraction is the primary effect of con
densation, the results should be sensitive to the overall density 
change which, in turn, depends very strongly on the mass frac
tion of noncondensible gas. This point is illustrated by the 
calculation in Fig. 9 with W = 0.999 and, hence, a cold fully 
condensed density that is essentially equal to the liquid densi
ty. Although Q* = 3, the same as in Fig. 7, the amount of 
condensation is somewhat greater and, more importantly, the 
propagation speed is a few times smaller. 

Fracture Propagation Speed 

The primary feature of interest in these solutions is the 
propagation speed of the fracture, X = (*, which is identical to 
the fluid velocity u* at the tip. In the absence of condensation 
r was around 0.35, which is the value indicated for u* at the 
crack tip in Fig. 5. However, in the nearly condensed flow of 
Fig. 8, the propagation speed is reduced by more than an order 
of magnitude to (* ~ 0.025. 

The propagation speed of a fully condensed flow can be 
estimated from the scaling of velocity in equation (12) and the 
results of previous single-phase calculations, like those in Fig. 
2, which all suggest that 

(~(P0/P0y
/2 (33) 

to a rough approximation. Thus, with a liquid density of pt ~ 
103 kg/m3, a cold air density of pa ~ 40 kg/m3 , and a conden-
sible mass fraction of W = 0.9, the fully cooled and fully con
densed inlet density is around 

PaPl 

PaW+Pt(\-W) 
-300 kg/m3 

(34) 

which is about 80 times greater than the hot inlet vapor density 
of 3.8 kg/m3. Thus a crack driven by a fully cooled and con
densed flow should run slower than its hot-gas counterpart by 
a factor of V80 ~ 9 owing to the difference in density. Fur
ther, recalling that incompressible liquid flows generally run 
about half as fast as their ideal gas counterparts, these scaling 
estimates appear to be in good agreement with the numerical 
outcome recounted in the first paragraph of this section. 

Since the limiting solutions for small and large Q* are 
available, it seems reasonable to interpolate between these 
limits to obtain speed estimates for intermediate Q*. The sim
ple interpolation formula given below is in reasonable agree
ment with all of the previous results for ideal gas flows as well 
as the present results for condensing flow 

-L 
"h, -L 

- = exp(-Q*) (35) 

Here, lhol is the gas-only solution with the actual inlet density 
and 4oid ' s t n e fully cooled and condensed solution, which can 
often be approximated as liquid-only. Such a procedure is on
ly approximate, but it does provide factor-of-two guidance for 
a minimal effort, and the numerical solution procedures can 
be used in cases where the input data are fairly well known and 
more accuracy is required. 

Sample Calculations 

The primary motivation for the present work is to estimate 
the speed and extent of steam-driven fractures following an 
underground nuclear explosion, as explained in the introduc
tion. As an example, let us consider a rather severe case in 
which the cavity temperature is 2300 K, the driving fluid is 90 
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Fig. 10 Fracture speed and Q* versus length for different choices of 
the driving pressure p0 

percent water (vapor), and the confining stress acting against 
the fracture plane is only 2 MPa. The values of Q* and f* can 
then be calculated as functions of the fracture length using the 
algebraic approximations in equations (19) and (35) along with 
the definitions in equations (12), (18), (29), (30), and (32). 
Results are presented in Fig. 10 for four choices of driving 
pressure: p0 = 3, 4, 8, and 10 MPa. 

The decrease of Q* with increasing fracture length is il
lustrated in Fig. 10 by the nearly straight lines, which fall to 
the right with a slope of roughly 1/2. Physically, the heat 
transfer process becomes less effective as the fracture grows 
longer because the rate of energy flow into the system is in
creasing faster than the rate of heat loss to the walls. As noted 
in the previous discussion, the transition from fully condensed 
cold flow to superheated gas flow is centered around Q* ~ 1. 
Thus, the flow driven by 10 MPa will begin transition at a 
fracture length of around 0.5 m, and the flow will be fully 
dried out and unaffected by heat transfer once the fracture 
reaches a length of around 5.0 m. When the driving pressure is 
smaller, heat transfer plays a more prominent role, as in the 
flow driven by 3 MPa (overpressure of p0 - a ~ 1 MPa), 
which undergoes wet/dry transition at lengths ranging from 5 
to 50 m. 

The increase in fracture speed with increasing length is il
lustrated in Fig. 10 by the family of lines that rise to the right. 
The slope is b/2 = 1/4 in both the early fully condensed 
regime and in the late fully dry regime. However, the speed in
creases much more rapidly in the transition regime when 
dryout is occurring. The speed is very sensitive to the driving 
pressure, increasing from 10 m/s to 1000 m/s for pressures of 
3 MPa to 10 MPa. 

The implication of these results is that short fractures driven 
by moderate pressures will grow very slowly because of fluid 
condensation. But once they reach a critical length, typically 
around 10 m, condensation will no longer be a controlling 
consideration. This suggests that small-scale experiments may 
tend to exaggerate the effectiveness of condensation in 
limiting fracture growth. Also, at the nuclear testing scale 
where the cavity radius is measured in tens of meters, it is 
possible that fractures might reach beyond the critical length 
during the "dynamic" phase of the rock motion when the 
compressive stresses around the cavity are relatively small. 
This does not, however, imply that containment will be 
threatened, but rather that other mechanisms such as re
bound, cavity depletion, and seepage losses into the permeable 

fracture walls will then be the primary mechanisms that um i t 
the fracture growth, as discussed by Griffiths and Nilson 
(1985b). 

Summary and Discussion 

Similarity solutions have been presented for some fun
damental problems of steam-driven fracture propagation. The 
flow in the fracture was assumed to be one dimensional, 
homogeneous, and fully turbulent. The response of the solid 
was modeled using two-dimensional integral solutions from 
linear elastic fracture mechanics. 

The rate of condensation within the crack was controlled by 
the rate of heat loss to the walls, which is characterized by the 
dimensionless parameter Q*. For small values of Q*, heat 
transfer is unimportant and the present solutions reduce to 
previous results for superheated gas flow. For large Q*, the 
flow is fully cooled and condensed and is, again, comparable 
to previous single-phase flows. The behavior at intermediate 
Q* lies between these extremes. 

The structure of the condensing flows is characterized by 
very steep gradients in the regions of condensation and re-
evaporation at opposite ends of the crack. It is easy to imagine 
that a finite-difference grid might entirely overlook or serious
ly smear these boundary layers. Moreover, the transport equa
tions are very strongly coupled and sometimes degenerate 
within the two-phase zones. In such severe circumstances, the 
self-similar transformation to ordinary differential equations 
is particularly helpful in resolving the boundary layers and ob
taining reliable benchmark solutions. 

Despite the complexity of the flow structure, the propaga
tion speed was found to be a simple monotonically decreasing 
function of Q*. Thus, it is possible to estimate the speed of 
steam-driven fractures based on simple algebraic 
relationships. 

Sample calculations show that the influence of condensa
tion generally decreases as the fracture grows longer. Thus, a 
flow which begins with fully condensed water in the crack will 
gradually dry out and progressively accelerate until it is essen
tially unaffected by the cold fracture walls. This transition is 
centered around Q* ~ 1, which corresponds to a fracture 
length of 0.5-5.0 m for parameters typical of underground 
nuclear tests. 

Although the present analysis of condensing flow has not 
yet been tested against experimental data, many other features 
of the mathematical model have been validated by comparison 
of numerical calculations with the results of air-driven (Grif
fiths et al., 1984) and propellant-driven (Nilson et al., 1985) 
fracturing experiments. The present similarity solutions will 
serve as a guideline for the future implementation of condens
ing flow in a generalized method-of-lines fracture simulator 
(Griffiths and Nilson, 1986a), which can then be tested against 
the results of some steam-driven fracturing experiments which 
have already been conducted at the Nevada Test Site (Lagus et 
al., 1983). 
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The Properties of Steam: 
Current Status 
A review has been made of progress in the past two decades on measurement and 
correlation of the properties of steam. Data bases available in 1966 and 1986 for for
mulation and evaluation of equations of state are described and contrasted. 
Progress in the formulation of wide-ranging fundamental equations is outlined with 
particular reference to refinement in understanding of the critical region. Consisten
cy of data sets is discussed and attention is drawn to areas where further work is 
needed. The results of continuing work on correlation of viscosity and thermal con
ductivity are cited. 

1 Introduction 

In the past two decades substantial advances have been 
made in knowledge of the thermodynamic and transport 
properties of steam, and in the representation of these proper
ties by wide-ranging algebraic formulations. 

A large number of highly accurate data have been reported 
on density, speed of sound, specific heats, and throttling coef
ficients. The thermodynamic consistency of different kinds of 
data in different regions has been closely examined, with the 
help of (local or global) fundamental equations of state. 

The compressed liquid states are defined experimentally 
with high-precision density data at pressures up to 100 MPa 
and at temperatures up to 500°C, and there is an abundance of 
data of greater uncertainty to nearly 1000 MPa and nearly 
1000°C. At low temperatures (less than 200°C) density data 
have been reported for pressures up to 2000 MPa. Speed of 
sound and isobaric specific heat data are also abundantly 
available for the compressed liquid states. The lines of max
imum density of saturated liquid states have been quite 
precisely defined from these data. 

The vapor states are defined to some extent by density data 
(which, particularly at temperatures much less than the critical 
temperature, and in near-saturation states, tend to have con
siderable uncertainty), and to some extent by a small number 
of specific heat and speed of sound data. However, the throt
tling data (Joule-Thomson and isothermal coefficients) pro
vide a valuable description of the departure of vapor states (up 
to 5 MPa and 800°C) from the ideal gas behavior. 

The critical parameters for H 2 0 have recently been redeter
mined in light of abundant new data of different kinds in the 
critical region and with the benefit of improved understanding 
of the critical point singularity. 

The saturation states of H 2 0 have been redetermined with 
the help of new data on liquid densities and vapor pressure 
(although still with heavy reliance on the classical work of 
Osborne et al., 1937, 1939) and the results are available in 
equations that are continuous between triple point and critical 
temperatures, and that give vapor pressure and equilibrium 
saturated liquid and vapor densities, and enthalpies all as 
functions of temperature. 

In recent years numerous data have been reported on den
sities and speeds of sound for the metastable states, both liq
uid and vapor. 

Although limited-range equations have been shown to be 
very useful, the major emphasis in the past two decades on 
thermodynamic property formulations has been in canonical 
equations that cover the entire range between triple point 
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pressure and temperature to perhaps 1000 MPa and 1000°C. 
Although these equations, in which the Helmholtz free energy 
is written as a function of density and temperature, may not be 
as convenient as those that have pressure and temperature as 
the independent variables, they have the great advantage of 
avoiding the not-always-smooth patching together of the 
piecewise valid equations of, e.g., the 1967 IFC (International 
Formulating Committee) equations. The former have, in addi
tion, the merit of guaranteeing thermodynamic consistency of 
all thermodynamic properties over the entire range of validity 
of the fundamental equations. 

The progressive development of the four principal examples 
of this equation (Keenan et al., 1969; Pollak, 1974; Haar et 
al., 1984; Hill, 1987) will be described in this paper. The prin
cipal achievements have been in extending the range and ac
curacy of the representation of data and, most recently, in the 
inclusion of the full implications of the critical point singulari
ty into a single wide-range fundamental equation, which 
represents all data within what is believed to be the experimen
tal uncertainty. 

As with thermodynamic properties, so with the transport 
properties. There have been substantial improvements in re
cent years in the accuracy and extent of the data base and in 
the development of formulations that properly represent the 
important influence of the critical region singularity. 

2 Thermodynamic Property Data 

To formulate an accurate wide-ranging equation of state the 
data base must be selected with careful attention to tests of 
consistency between data sets of the same kind, and tests of 
compatibility of data sets of different kinds. Since its forma
tion in 1968 (and previously by predecessor working groups) 
Working Group A (Equilibrium Thermodynamic Properties) 
of the International Association for the Properties of Steam 
has devoted much effort to assessment of the data base, using 
various fundamental equations of state as common bases for 
comparison of data sets. 

The growth in the size of the data base that has survived 
such critical scrutiny can be appreciated by comparing two sets 
of data on the thermodynamic properties of steam. The first 
of these, termed the 1966 data base, was that used in the for
mulation of the Keenan et al. (1969) equation, which first 
demonstrated the feasibility of a single fundamental formula
tion continuously valid over all single-phase liquid and vapor 
states over a wide range of temperatures and pressures. The 
second data set here referred to as the 1986 data base replaces 
much of the 1966 data base with data of higher accuracy, 
wider range, and with data of additional kinds, e.g., speed of 
sound. 

Each of these data bases is divided into two sections: the 
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Table 1 1966 correlation data base Table 3 1986 correlation data base 
Reference 

Friedman and 
Haar (1954) 

Bridgeman and 
Aldrich (1965) 

Bridgeman and 
Aldrich (1964) 

Osborne et al. 
(1937, 1939) 

Kell and Whalley 
(1965) 

Keyes and Smith 
(1934) 

Holser and Kennedy 
(1958) 

Holser and Kennedy 
(1959) 

Juza et al. (1966a) 
Rivkin and Akhundov 

(1962) 
Rivkin and Akhundov 

(1963) 
Vukalovich et al. 

(1961) 
Vukalovich et al. 

(1962) 

Table 2 

Reference 

Keyes et al. (1936) 
Keyes (1962),(1949) 
Goff and Gratch (1945) 

Property 

c 
'crit > 

^ s a t 

Vf, 

pvT 

pvT 

pvT 

pvT 
pvT 

pvT 

pvT 

pvT 

pvT 

fcrit 

vg, hp hg 

Range of /, °C 

0-1300 

0-374 

0- 150 

30- 374 

120- 400 

400-1000 
100- 350 

360- 420 

370- 500 

400- 650 

700- 900 

1966 evaluation data base 

Havelick and Miskowsky 
(1936) 

Egerton and Callendar 
(1960) 

Angus and Newitt (1966' 
Davis and Keenan (1929] 
Juza et al. (1966b) 

) 
I 

Knoblauch and Winkhaus 
(1915a, b) 

Knoblauch and Koch 
(1928) 

Koch (1932a, b) 
Sirota and Mal'tsev 

(1962a) 
Sirota et al. 

(1963) 
Sirota and Grishkov 

(1966) 

Property 

pvT 
B 
B 

h 

h 
h 
(dt/dp)h 

(Wbp\ 

cp 

CP 

^ 
CP P 

CP P 

c„ p 

Range of t, °C 

300-460 

150-550 

200-600 
400-700 
125-350 
130-190 

258-500 

340-500 

300-500 

340-600 

200-700 

P, I 

1-

1-

10-

10-
30-

5-

5-

5-

5-

P, I 

VlPa 

-100 

-35 

-140 

-140 
-150 

-38 

-60 

-120 

-120 

VlPa 

6-40 

Reference 

Wooiley 
(1980) 

Osborne et 
al. (1933) 

Stimson 
(1969) 

Guildner et 
al. (1976) 

Kell (1977) 
Kell et al. 

(1985) 
Osborne et 

al. (1937) 

Osborne et 
al. (1939) 

Kell and 
Whalley 
(1975) 

Kell et al. 
(1978) 

Kell et al. 
(1985) 

Kell and 
McLaurin 
(1977) 

Rivkin et al. 
(1966) 

Rivkin and 
Akhundov 
(1963) 

Vukalovich 
et al. 
(1961) 

Vukalovich 
et al. 
(1962) 

Grindley 
and Lind 
(1971) 

Hilbert 
(1979) 

Maier and 
Franck 
(1968) 

Koster and 
Franck 
(1969) 

Bridgman 
(1942) 

Property 

CpO 

Psat 

Psat 

P sat 
Vf 

Vf 

Vf 
hf, vg, hg 

he, vg, hg 

PvT 

PvT 

PvT 
PvT 
PvT 

PvT 

PvT 

PvT 

PvT 

PvT 

PvT 

PvT 

PvT 

PvT 

PvT 

Region 

liq 

liq 

liq 
vap 

supercrit 

vap 

critical 
region 

critical 
region 

supercrit 

supercrit 

high press 

high press 

high press 

high press 

high press 

Range of t, °C 

50-2000 K 

HXKri, 

25-100 

0.01 
0-150 

150-350 

350-rcrit 
100-/crit 

0-100 

0-150 

150-350 

150-350 
250-350 
375-500 

150-275 

400-650 

700-900 

30-150 

150-600 

200-850 

0-600 

25-175 

P, MPa 

0-100 

/>sat-100 

Psa t-100 
2.7-Psat 
2.7-100 

0.2-Psat 

5-120 

5-120 

100-800 

100-400 

100-600 

600-1000 

500-5000 

first used in formulation of the equation of state and the sec
ond typically used for independent evaluation of the equation. 

The Keenan et al. (1969) equation and its successors referred 
to above all express the Helmholtz free energy as a function of 
density and temperature and are formulated with property 
data, e.g., pressure, enthalpy, and isochoric specific heat, 
which can be used in a linear least-squares fit of such data, du

ly weighted. Other data, e.g., speed of sound and isopiestic 
specific heat, are reserved for independent evaluation of the 
equations. This is why the 1966 and 1986 data bases described 
below are divided into "formulation" and "evaluation" 
groups. 

2.1 1966 Data Base. Table 1 provides the temperature 

a = speed of sound 
B = second virial coefficient 

Cp = isopiestic specific heat 
C„ = isochoric specific heat 

h = specific enthalpy 
P = pressure 

Aat> Ps = saturation vapor pressure 
j = entropy 

T = thermodynamic 
temperature 

u = specific internal energy 
v = specific volume 
5 = uncertainty 
/i = chemical potential 
p = density 

^ = 

Subscripts 
0 = 

crit, c = 

/ = 
g = 

Helmholtz free energy 
= u-Ts 

zero pressure 
critical point 
saturated liquid 
saturated vapour 
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Table 4 1986 evaluation data base 

Reference Property Region Range of t, °C P, MPa 
Gildseth et al. (1972) 
Kell (1977) 
Grigor'ev et al. (1974) 
Zubarev et al. (1977a, b) 
Aleksandrov and Larkin (1974) 
Hanafusa et al. (1983) 

Del Grosso and Mader (1972) 
Aleksandrov and Larkin (1976) 
Aleksandrov and Kochetov (1979) 
Aleksandrov and Kochetov (1980) 
Erokhin and Kal'yanov (1980) 
Novikov and Avdonin (1968) 
Holton et al. (1968) 
Petitet et al. (1985) 
Petitet et al. (1983) 
Evstefeev et al. (1979) 
Sirota and Mal'tsev (1962a) 

Sirota and Timrot (1956) 
Sirota and Mal'tsev (1962b) 
Sirota and Mal'tsev (1959) 
Sirota and Mal'tsev (I960) 
Sirota et al. (1963) 
Sirota and Grishkov (1966) 
Sirota et al. (1970) 
Angell et al. (1982) 
Baehr and Schomacher (1975) 

Ertle et al. (1980) 
LeFevre et al. (1975) 
Wormald (1964) 
Osborne et al. (beta) 

(1939)(alpha) 
(gamma) 

Osborne et al. (1937) 
Rogener and Soil (1980) 
Aleksandrov et al. (1981) 

PvT 
PvT 
PvT 
PvT 
PvT 
PvT 
" sat 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 

cp 

CP 
CP 
Cp 
cp 
Cp 
CP 
CP 
CP c„ 

(dt/dp)h 
virial 

W/dp), 
Tvf(dpsM/dt) 

Tvg(apSM/ai) 
«» (3, 7 
(dt/dp)s 

Pmax> 
PvT 

liq 
liq 
liq 

supercrit 
critical 
critical 
critical 

liq 
liq 
liq 
liq 

supercrit 
vap 
liq 

supercrit 
liq 

liq(meta) 
liq 

supercrit 
vap 
vap 

supercrit 
supercrit 
supercrit 
supercrit 
supercrit 
liq(meta) 
liq, vap 
supercrit 

vap 
vap 
vap 

liq 
liq 
liq 

0-80 
-30-150 
20-360 

400-900 
340-380 
370-380 
370-373.5 

0-95 
-3-374 
-7-150 

200-400 
374-500 
150-330 

0-80 
200-700 
-20-20 
150-300 
300-370 
375-500 
200-375 
350-375 

12-500 
450-600 
340-600 
220-700 
- 2 - 3 5 

-40-10 
280-/crit 

?crit-420 
155-800 

0-1250 
40-140 

0-100 

100-374 
3-100 

- 3 - 4 
0-100 

0.1 
0.1 

16-80 
0-200 
3-100 
21-40 

0.1 
0.1-70 
5-100 
50-100 
0-50 

0-^sat 
0.1-1000 
50-300 
0.1-460 
0.1-10 
12-22 
22-27 
2-12 
6-20 

2.5-49 
30-50 
60-80 

40-100 
29-98 

0.1 

0-5 

• " s a t 

p 
sat 0-80 

0.1-30 
0.1-100 

and pressure ranges available for pvT property measurements 
and cites the values used in definition of the saturation states, 
as well as the zero-pressure specific heat calculations of Fried
man and Haar (1954). At that time the best available deter
minations of the critical parameters were those of Bridgeman 
and Aldrich (1965). 

It should be noted that the values of Osborne et al. (1939) 
are themselves calculated from correlations of their data. In 
addition, only the data at 300°C of Holser and Kennedy 
(1958) were included in the correlation, and similarly only the 
high-pressure data of Juza et al. (1966) were included. 

Table 2 shows the corresponding evaluation data base. 

2.2 1986 Data Base. The 1986 correlation data base is 
presented in Table 3; it may be regarded as typical of the data 
used in recent formulations. 

It is important to note that the vf values presented in Kell 
(1977) are calculated from a correlation of relative density 
measurements at 0.1 MPa in combination with a saturation 
pressure correlation. While ordinarily unsmoothed 
data are to be preferred as input to a correlation procedure, 
these values benefit from the exceptional accuracy of 
numerous density observations at atmospheric pressure. 
Similarly, the hg and hf values of Osborne et al. (1937, 1939) 
are obtained from directly measured quantities plus a cor
related function; the calculation of vf and vg requires the use 
of a saturation pressure correlation in combination with hj 
and hg. 

The corresponding evaluation data base is shown in Table 4. 
The 1986 correlation data base contains data that extend to 

much higher pressures than do those available in the 1966 cor
relation data base. In addition, the current evaluation data 
base allows an extremely comprehensive test of a particular 
correlation, as compared to that available in 1966. A com

parison of the consistency of some of the data in the correla
tion data base will follow a review of the selected correlations 
of a number of authors in the field. 

2.3 Skeleton Tables. The 1985 Skeleton Tables released 
by the International Association for the Properties of Steam 
contain two tables of the thermodynamic properties of the 
single-phase states of ordinary water substance. The first table 
gives the most probable specific volumes and associated 
tolerances for temperatures in the range 273.15 K to 1073.15 K 
and pressures up to 1000 MPa. The second table gives the 
most probable specific enthalpy values with their associated 
tolerances for the same range of temperatures and pressures. 
The third table provides the most probable thermodynamic 
property values for the coexisting vapor-liquid phases be
tween the triple point and the critical point. With this release 
the IAPS has withdrawn its authorization of the 1963 Skeleton 
Tables. 

The methods of deducing the values shown in the volume 
and enthalpy skeleton tables are described by Sato et al. (1981) 
who estimated most probable volume values by considering 
P u r only. The methods used in formulating algebraic relation
ships for the saturation liquid and vapor volumes, saturation 
liquid and vapor enthalpies, and saturation pressures are given 
by Saul and Wagner (1987) (see also Wagner and Sengers, 
1986). In contrast to the procedures employed in formulating 
wide-ranging fundamental equations of state, the methods for 
constructing the skeleton tables do not in general allow for 
simultaneous treatment of different kinds of data. Insofar as 
the volume and enthalpy tables may be taken as the definitions 
of continuous thermodynamic surfaces, there is no guarantee 
that the volume and enthalpy surfaces are thermodynamically 
consistent. The skeleton tables of volume and enthalpy may 
therefore be used as representative of property values and 
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uncertainties but are not recommended as the data for for
mulation of an equation of state. 

3 Saturation States 

Because the saturation vapor pressure is known to high ac
curacy (e.g., 20 to 40 ppm below 100°C, 200 ppm above) it is 
convenient to have a formulation that represents the vapor 
pressure data within experimental uncertainty in a single func
tion continuously valid between the triple point and the critical 
point temperature. An equation that meets these criteria has 
been provided by Saul and Wagner (1987) 

l n ( - y - ) = ^ L ( a , r + fl2T
1-5 +a3T3 + «4T3-5 + «5T

4 + a6T
7-5) 

wherer= 1 -777 ; , 7; = 647.14 K, Pc = 22.064 MPa, and 

a, = 7.85823 

1.83991 

+ 22.6705 

- 15.9393 

1.77516 «3 = -11.7811 a6 = 

Saul and Wagner (1987) have also provided formulations for 
the saturation liquid density ps and the saturated vapor density 
pg. These supersede coefficients set out in Wagner and Saul 
(1984), are continuously valid between triple point and critical 
temperatures, and are given by 

Pf 

Pc 

with 

and 

= 1 + V 1 / 3 + b2r
2n + 6 3 T 5 / 3 + b4T

16n 

+ bS7
A3/3+b6r

lim 

T=1-T/TC, 7; = 647.14 K, pc = 322kg/m3 

b, •• 

(2) 

1.99206 

1.10123 

0.512506 

b4 = -1.75263 

b5 = -45.4485 

b6 = -675615. 

and 

In 
( - * - ) - ' 

'+C2T
4/6+Cy/6+C4T

li/6 

+ C,TJ ' + C.T' (3) 

where r = 1 -777 ; , r c=647.14K, pc = 322 kg/m3, and 

c2 

- 2.02957 

•2.68781 

•5.38107 

= -17.3151 

c, = -44.6384 

64.3486 C3 = - 5 . J J 8 1 U 7 C6 

Saul and Wagner (1987) have also provided equations for ob
taining the saturation liquid enthalpy hf and the saturation 
vapor enthalpy hg. These are 

A_ = _^L+103 
J/g J/g 0>//kg m"3) 

and 

h* _ " i io3 {T/K) (dp 

J/g J/g (pg/kg m~3) 

(T/K) /dp,\ / / M P a \ 

(£)/(• 
MPa\ 

K / 

in which 

a d0 =Ji°-+d,e-l9+d2e+d,e4-5+dj5+ci5d
5'i-5 

where 

e?! = - 0.571756 x 

d2 = 2689.81 

d3 = 129.889 

4 Critical Point 

io-7 
e = T/TC 

dA = -137.181 

d5 = 0.968874 

d0 = -1135.481615639 J/g 

Levelt Sengers et al. (1985) have reviewed critical region 
thermodynamic data, reassessed experimental uncertainty, 
and deduced the critical point parameters in the light of new 
knowledge of the critical point singularity (see Section 5). 
Their results are 

TC = (647.14 + 5)K 

Pc = (22.064 + 0.276S ±0.005)MPa 

P c = (322±3)kg/m3 

in which 5 = 0.00±0.10. 
The International Association for the Properties of Steam 

has issued a release recommending these values. 

5 Critical Region 

It has been shown (see Levelt Sengers et al., 1976, for exam
ple) that steam has singular behavior near the critical point, 
which cannot be represented adequately by any nonsingular 
equation of state. Any equation of state that is analytic, i.e., 
has zero or finite derivatives with respect to density or 
temperature at the critical point, is unable to represent the ac
tual behavior of the isochoric specific heat (which goes to in
finity at the critical point), the shape of the saturation curve 
on the density-temperature plane, the shape of the critical 
isotherm, and the shape of the saturation pressure curve close 
to the critical point. Very close to the critical point all fluids 
manifest the same behavior, which is represented accurately 
by results of the theory of critical phenomena. Taking these 
factors into account Levelt Sengers et al. (1983) have 
developed a new equation of state for steam in the critical 
region. The equation has the form of a potential function 

/3=/5(A, t) 
in which 

P=-
P Tc 

PrT ' A* = 
/* PcTc 

P„T 
and T= 

T 

T 

J/g J/g 

and in which P is the pressure, JJL the chemical potential, T the 
temperature, p the density, and the subscript c denotes the 
critical state. 

This fundamental relationship can be shown to be 
equivalent to the dependence of a dimensionless Helmholtz 
free energy on dimensionless density and temperature 

in which \p = $/R T, i// being the Helmholtz free energy and R 
the gas constant, and p = p/pc, T being the same as given 
above. The subscript n denotes "near" the critical point; this 
includes the region 644-693 K in temperature and 200-420 
kg/m3 in density. The potential function is expressed as 

P = P0(T ) + Aji + PuAjj,AT+AP 

in which 

AT=f+l 

Aji = ji-ji0(f) 

and 

766/Vol. 110, AUGUST 1988 Transactions of the ASME 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



jX0(f) = »c+]2iiJ(Af)J 
j=i 

3 

Po(f) = l+^Pj(Af)J 

1 

AP = Yir2'aiakiPi^) 

The dimensionless density p is obtained from the potential 
function by differentiation 

- / dAP \ 
P=l+PnAT+(—— ) . 

V dAfj, /AT 

With given values of density and temperature it is necessary 
first to solve iteratively for AjX using this equation and the 
parametric relationships 

A/t = /-"*a0(l-02) 

AT=r(\-b2d2)-cAfi 

in which r and 8 are the arguments of the AP term alone. From 
the potential function the dimensionless density p, energy 
U=pU/Pc, specific heats CV_=CV pTc/Pc and Cp = Cp pT/Pc, 
and compressibility XT = (dP/d/t)f can be obtained as follows: 

- / dAP \ 

dT dT " V dAT I A* 

x - ( dA'p ) d2Ap 

dAjx2 / A T 

/ 8P \ dP0 - [ p i / dAP \ 
AA 

d2AP 

XT d A fid AT 

dPPn 

fi dfi 

d2^ P2
n , / d2AP 

H df2 

2Pn d2AP 

XT \ dAP J AA 

1 / d2AP \ 2 

'x^\dAjXdAT/ LT dAjxdAT 

The coefficients jXc, ji.j, Pn,Pj, ah a, kt, b, c, /?, 5, and the 
coefficients for the series P,(0) are given in Levelt Sengers et 
al. (1976) along with tables of thermodynamic properties in 
the critical region and the listing of a computer program for 
calculation of property values. 

Also given in Levelt Sengers et al. (1976), and Sengers et al. 
(1985) are comparisons of the critical region equation with 
data on specific heats (Cp and C„), speed of sound, pressure, 
and vapor pressure. It may be said that this new formulation 
provides for the first time a demonstration of the compatibili
ty of diverse, abundant, and accurate thermodynamic data in 
the critical region, in an area where the traditional analytical 
equation has not been able to represent all data within ex
perimental uncertainty. More will be said later about the in
corporation of this formulation into a continuous, wide-
ranging, and fundamental equation of state. 

6 Wide-Ranging Fundamental Equations for Ther
modynamic Properties 

In what follows a comparison is made of four fundamental 
equations, all of which may be expressed in the form 

in which the first two terms pertain to the ideal gas state and 
^[(p, 7) represents all the effects of departure from that 
ideality. Here the dimensionless variables are defined as 

RT 

Tc 

T= -

in which \j/ is the Helmholtz free energy per unit mass, T and 
Tc are the temperature and critical temperature, and p and pc 

are the density and critical density. Using the molecular weight 
of 18.015242 for standard mean ocean water (SMOW) as 
given by Kell (1977) with the universal gas constant R = 8.3143 
we obtain J? = 0.46151 kJ/kg K. Although some authors use 
i? = 0.46152 the difference is generally inconsequential. 

All of the above equations are adjusted so that at the triple 
point in the liquid state u = s=\l/ = 0. With the above common 
form for the Helmholtz function the following ther
modynamic properties can be obtained by differentiation: 

Pressure 

Entropy 

Internal Energy 

Enthalpy 

Isochoric Specific Heat 

T 

u-

b 

P 

PcRT 

s 
=T 

R 

u 
=: = RTC 

h 

-2 W 
" dp 

H 7 
—r^--L dT r 

d\P 
dT 

P 
= u 

C-C»- T2 dH 
v R dT2 

Isopiestic Specific Heat 

Speed of Sound 

a = a/y[RTr = 
dP 

Cv T \~dJ/T V do >t 

For comparison of the various equations the following 
subscripts will be used: KKHM = Keenan, Keyes, Hill, and 
Moore (1969); P = Pollak (1974); HGK = Haar, Gallagher, 
and Kell (1984); H = Hill (1987). 

For the ideal gas function we may write 

V-o: £;c,(-7)2- ' + (C7f+C8) ln(-f) 
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It may be shown that \j/0P and \I/0H have exactly the same form 
as IAOKKHM w h i l e 'AOHGK is given by 

16 

V'OHGK = £ C , ( - T )«-' + (C17 + Clg) In ( - f ) 
/ = i 

It may be noted that these expressions have been formulated 
to match the Cp0 values of Friedman and Haar (1954) or the 
more recent C^ determinations of Woolley (1980). 

Cooper (1981) has formulated a simplified and accurate 
representation of the Woolley values using a series of har
monic oscillator functions to provide the equivalent of \pa(T). 
The two constants arising during integration from C^ to \p0 

are used to adjust the complete \p function to satisfy the two 
liquid triple point boundary conditions. 

For the relatively large and complicated part of the 
Helmholtz function associated with departure from the ideal 
gas state, the terms from the various equations may be written 

.̂KKHM =L t CijP(P - Pi)'-l(T- fjr\T+ 1) 
/ = 1 j=\ 

2 7 

/ = i / = i 

in which C,-,, Djjt ph Tjt and a are constants for a total of 55 
nonzero coefficients. 

H20 Contours F Function 

* I P = Y,C,priT 'i + e-"-'2 £ C,p«f'i 

in which C,, a are constants. The r,- are integers that depend on 
/ and are as large as 12. The t( are also integers, with maximum 
value 7. 

liHcnc= - l n ( l - C i P ) + ,CX- + n °r -* +C* 1-C,p (1-CipY 

LBJP 

+ \n(-T) + 4Clp 
_ bM-f) + J^bjV 

j 

36 40 

+ ^d , f / ( l - e -* )*»+ £ d,{p-p,yi 
(=1 i=37 

e-^ip-pift + B,^^!-)2] 

with a total of 82 constants. It may be noted that the 
Haar-Gallagher-Kell equation, which is the basis of the 
NBS/NRC Steam Tables, has been recommended by the Inter
national Association for the Properties of Steam as "The 
I APS Formulation 1984 for the Thermodynamic Properties of 
Ordinary Water Substance for Scientific and General Use." 
The equation in an alternative dimensionless form is given by 
Kestin et al. (1984) with the values of all constants (see also 
Kestin and Sengers, 1986). 

The range of the KKHM equation is limited to about 100 
MPa and 1000°C, whereas the HGK equation has been recom
mended by IAPS for use in the region 

P < 1500 MPa 

><10o[5+-r -273 .15K" 

15 K 

for 423.15 < r < 1273.15 K 

MPa for 273.15< r<423.15 K 

— Hilll1987> 

640 660 680 700 720 
T/K 

Fig. 1 Contours of constant F values 

740 

The region around the critical point is excluded from the 
recommended region of validity because the HGK equation 
(like the KKHM and Pollak equations) is analytic and 
therefore incapable of correctly representing critical point 
anomalies, and critical region behavior. 

This has led to the development of a unified fundamental 
equation by Hill (1987), who has incorporated the critical 
region formulation of Levelt Sengers et al. (1983) into a single 
formulation that provides a smooth transition from critical 
region to far-field behavior and is continuously valid over all 
single-phase states between triple point temperature and 
pressure and the melting line or 1000 MPa and 1000°C. The 
equation of state is 

$ = tf+F(i„-if) (2) 
in which \f/„ is the near-critical Helmholtz function of Levelt 
Sengers et al. (1983); \pf= i/y(p, t) is the "far-field" function 
{^/f=\l/f/RT)\ the function F{p,T) is unity at the critical 
point, where all its derivatives are zero; it descends to zero in
side the region of validity of \pn and is zero everywhere outside 
the critical region. Its definition is 

F = l - e x p ( - l / S ) 

in which 

S = exp[(s/S)4]-1 

and 

5 = V(A/o/A/o0)2 + ( A f / A f 0 ) 2 

with 8 =1.028667, Ap0 = 0.23, and Af0 = 0.05. 
Figure 1 shows contours of constant F on the densi

ty-temperature plane near the critical point. The far-field 
equation is in the form 

$ , = Inp+ &, +if, (p , f ) (4) 

in which the first two terms pertain to the ideal gas and i£0 has 
been previously defined. The function if {(p, T) is specified by 
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Table 5 Definitions of Ek Ht0 Liquid 150 C (423.15 K) 

k Et 

(1-e 
pe 

"2)/p 

p2 f2exp[ - aAf- /3Ap - XAf2 - 5Ap2] 

a, 0, 7, 6, and v are constants. The number of nonzero coefficients 
selected from the \f/ function "term bank" is 68. 

i j k=\ 

except that when / = 2 and k = 1, p' ~' is replaced by 

p l n p - p 3 ( l n / 5 - l / 2 ) / ( l - e -

The values of Ek are obtained from Table 5. 

(5) 

- ^ 

* Haar.Gallagr,er.Kel]U984) 
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Fig. 2 Density of the compressed liquid, 150°C 

7 Correlation of Experimental Data 

7.1 Introduction. The I APS working group review of 
data, referred to earlier, constituted a major contribution to 
the ongoing process of evaluating the accuracy of reported 
data on the properties of water (see for example Sato et al., 
1975, and Straub and Rosner, 1977). There are a number of 
factors to be taken into account in this process, starting with 
the accuracy estimates provided by those who made the 
measurements. Similar kinds of data (for example, P-v-T 
observations) may be usefully compared using a common 
reference correlation for presentation of differences. Often 
these data are presented along isotherms at regular intervals, 
and where two or more sets of data are presented for nearly 
identical locations, the comparison is relatively unambiguous. 
Repeated measurements at the same point provide assistance 
in estimating the random errors affecting accuracy. However, 
some laboratories provide only data that have been 
"smoothed"; the removal of the original scatter of the data 
may make evaluation of those data more difficult. Consisten
cy between results of two or more laboratories tends to con
firm the accuracy of the data. A significant discrepancy 
between the mean values of different data sets (i.e., a 
discrepancy greater than that expected as a result of the ran
dom measurement errors), suggests the existence of some 
systematic error in one or more of the data sets. Observations 
of different quantities may also be compared for consistency 
using a reference correlation as a basis. However, for such 
comparisons the existence of a discrepancy may be caused not 
only by systematic error in the data, but may also be the result 
of an inadequacy of the functional form used, or as a result of 
"overfitting," where more terms are included in the correla
tion function than are warranted by the accuracy of the data. 
Unfortunately, it may be difficult to determine the cause of 
the discrepancy, and additional measurements may be the only 
means of resolving the inconsistency. 

Plotting comparisons between the various data and correla
tions is an effective visual means of indicating the degree of 
consistency that has been obtained. The following plots of 
selected regions use the correlation of Hill (1987) as a basis 
(unless otherwise noted). 

7.2 1986 Correlation Data Base. The observations of 
Kell and Whalley (1965) of liquid water in the range 0 to 
150°C were subsequently compared with speed of sound 
observations, and the P-v-T data were found to be about 100 
ppm lower, a discrepancy greater than the 20 ppm accuracy 
assigned to each data set. A re-analysis of the P-v-T data in 
Kell and Whalley (1975) resulted in a redetermination of the 

H,0 Liquid 350 C (623.15 K) 

CD CD 

I H111I1987) P5 
• H3ar,Ga]lagher.KelJM9B4l 

CD Pleks3ndrov.Larkin(l974) 
+ Grigor'ev et al!1974l 
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—r 
60 
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Fig. 3 Density of the compressed liquid, 350°C 

measurements to bring them into accord with the values deter
mined from measurements of the speed of sound. There re
mains a difference of about 20 ppm between the Kell and 
Whalley (1975) values, and the values of Fine and Millero 
(1973), which can only be resolved by more measurements in 
this region. Observations along the 150°C liquid isotherm are 
provided in each of Kell and Whalley (1975), Kell et al. (1978), 
and Kell et al. (1985) with systematic differences of up to 40 
ppm between the various measurements, and differences of 
100 ppm or more with the observations of Aleksandrov and 
Larkin (1974) and Grigor'ev et al. (1974) as indicated in Fig. 2. 
Of the three experimenters, only Kell provides repeated runs 
of observations along the same isotherm, to indicate random 
error. No two pairs of the three data sets are mutually consis
tent to within each other's scatter, with the exception of the 
consistency of Grigor'ev et al. (1974) and Kell (1985, 1978) at 
350°C as indicated in Fig. 3. 

On the vapor side, at 150°C, the data of Kell and McLaurin 
(1977) show an increasing systematic error with an increase in 
pressure to saturation, up to 3000 ppm, as indicated in Fig. 4, 
as compared to the correlations, which rely on the values of 
Osborne (1937) at saturation. However, a comparison of the 
second virial coefficient values corresponding to the Kell and 
McLaurin (1977) observations, and the values calculated from 
the correlation of LeFevre et al. (1975) indicate that the Kell 
and McLaurin (1977) values are significantly outside the cor
relation tolerance, and thus are also inconsistent with the data 
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Fig. 4 Density of the vapor, 150°C 
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Fig. 7 Density of the fluid, 374°C 

of Wormald (1964), on which the correlation depends in that 
temperature region. 

At 350°C Kell and McLaurin (1977) and Aleksandrov and 
Larkin (1974) are consistent to within their scatter, which is up 
to ±3000 ppm, as indicated in Fig. 5. 

Near the critical point, the data of Rivkin et al. (1966) 
supersede earlier data of the same author, based on the con
clusion that insufficient time had been allowed for equilibrium 
to be reached within the required degree of accuracy. 
Hanafusa et al. (1983) report observations that are quite con
sistent with Rivkin et al. (1966) up to a density of about 500 
kg/m3 (see Fig. 6). Above that density, the Rivkin et al. (1966) 
data diverge, while those of Hanafusa et al. (1983), Aleksan
drov et al. (1974), and Kell et al. (1985) remain quite consis
tent one with the other (see Figs. 7,8, and 10). Observations at 
pressures below the critical pressure along the 375°C isotherm 
are shown in Fig. 9. 

The value of repeated measurements as an indication of ran
dom error is indicated in Fig. 10, which shows the 500°C data 
of Kell et al. (1985), the data of Vukalovich et al. (1961), and 
also the data of Zubarev et al. (1977), with a scatter of about 
±2000 ppm. 

Similarly, at 400°C, the high-pressure data of Koster and 
Frank (1969) and Maier and Frank (1968) are consistent one 
with the other, with a scatter of about ± 10,000 ppm, as 
shown in Fig. 11. 

7.3 1986 Evaluation Data Base. The comparisons set out 
in Haar et al. (1984), Levelt Sengers et al. (1983) (in the critical 
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Fig. 8 Density of the fluid, 375°C 

80 100 

region), and in Sato et al. (1982) (in the high-density region), 
demonstrate the good agreement between the most recent cor
relations and the data base. However, there remain a number 
of areas where there is sufficient disagreement to require fur
ther investigation. As indicated previously, while a discrepan
cy between the values calculated from a correlation and 
evaluation data may indicate a problem either with the evalua
tion data or the correlation data (on which the correlation is 
based), it can also be caused by problems inherent in a par-
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Fig. 9 Density of the fluid at subcritical pressures, 375°C 
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Fig. 10 Density of the fluid, 500 °C 
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Fig. 11 Density of the fluid, 400°C, at high pressures 

ticular correlation functional form. For example, there is a 
noticeable inconsistency between the correlations and the 
vapor speed of sound values of Novikov and Avdonin (1968) 
along the saturation line. However, since the experimenters 
themselves assign an error of ± 1 percent (or 10,000 ppm) to 
their saturation measurements, and this is approximately the 
size of the discrepancy (as indicated in Fig. 12), it is possible 
that the problem arises with the speed of sound data, rather 
than elsewhere. Haar et al. (1984) indicate that the differences 

-•- Hill.t1acrlinanl1987> 
• Haar.Gallagher.Kenil984> 

+ Noviltov,flv5oninl196B) 
- - Young( 19851 

Hil ir i987) 

~T 
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Fig. 12 Speed of sound for the vapor, 1 5 0 < t < 3 3 0 ° C 
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200 260 280 300 

Fig. 13 Specific heat capacity at constant pressure for the vapor, 
1.961 < P < 19.60 MPa 

are in quantitative accord with the results of recent studies of 
experimental errors caused by precondensation. 

Unfortunately, there is an additional problem of incon
sistency between the calculated correlation values and the 
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Fig. 15 Specific heat capacity (isometric), isochores near the critical 
density 

observed values of Sirota and Timrot (1956) and Sirota and 
Mal'tsev (1962b), of Cp along the vapor saturation line (from 
200 to 350°C) amounting to about 0.2 J out of 4 J, or 5 per
cent. This discrepancy is largest near the saturation line, and 
decreases away from saturation (see Fig. 13). Haar (1981) in
dicates that the Osborne et al. (1937) enthalpy values would 
have to be adjusted by up to 3 J to bring them into accord with 
the Cp values, but it is significant that an uncertainty of a 
similar magnitude has been assigned to the enthalpy values by 
Saul and Wagner (1987). Haar (1981) suggests that the 
discrepancy is between the data, rather than inherent in the 
correlation, but this is clearly a region where more accurate 
measurements could help to resolve relatively significant in
consistencies. (Later in this paper it will be suggested that the 
data of Osborne et al., 1937, and the data of Wormald, 1964, 
can be shown to be consistent to within about 0.8 J.) 

Near the critical region, the correlations also differ from the 
Cp data of Sirota and Mal'tsev (1962a), both in regard to loca
tion of the maxima, and size of the maxima (see Fig. 14). As 
indicated earlier, there is significant uncertainty with regard to 
the critical parameters, and with regard to data near the 
critical point. The correlation of Levelt Sengers et al. (1983) 
(which relies on the observations of Osborne et al., 1937) 
results in calculated values that differ from some of the other 
data in the region. However, the authors demonstrate that 
small adjustments in temperature (0.06°C for Erohkin and 
Kal'yanov, 1980, 0.05°C for Sirota and Mal'tsev, 1962a), 
result in values which are consistent. (A similar adjustment in 
temperature for the Cp data is suggested in Sirota et al., 1963.) 

The correlation of Haar et al. (1984) excludes a small region 
within one degree of the critical temperature, near the critical 
density. However, for some isotherms above the critical 
temperature (380°, 410°C) the correlation of Levelt Sengers et 
al. (1983) demonstrates better agreement with the observations 
of Rivkin et al. (1966) and Hanafusa et al. (1983), as indicated 
in Sengers et al. (1985). In addition, the Levelt Sengers et al. 
(1983) correlation results in calculated Cv values, which are 
also in better accord with the data of Baehr and Schomacher 
(1975) (see Fig. 15). 

In the low-temperature region on the vapor side, additional 
comparisons may be made between the Osborne et al. (1939) 
values, the Wormald (1964) measurements, and the values 
calculated from correlations. 

There are a number of formulations that may be used to 
calculate H 2 0 vapor values. These formulations are primarily 
based on the latent heat measurements of Osborne et al. (1937, 
1939), which result in hg values, and from which Vg values 
may be calculated using a Ps formulation. Saul and Wagner 
(1987) have provided separate correlations for Ps, and for vg 

and hg (see also Wagner and Sengers, 1986). The equation of 
state of Haar et al. (1984) is a unified correlation, which pro
vides values for P,, v„ and h.. Presented here are the values of 
these quantities calculated from a preliminary virial equation, 
which adopts the Saul and Wagner (1987) Ps correlation at 
saturation. An improved virial formulation (set out in Hill and 
MacMillan, 1987) results from a least-squares fit in which all 
the hg values derived from the Osborne et al. (1937, 1939) data 
have been multiplied by a factor of 0.9997, corresponding to 
0.7 J reduction in hg at 0.01 °C, and in which also are included 
the data of Wormald (1964). The preliminary virial correlation 
included only Osborne et al. (1939) data in the low-
temperature region. The values calculated at 0.01 °C must be 
consistent with the relationship 

h =hf+(T dPs/dT v,)-(T dP/dT vf) (6) 

The values from these correlations at the initialization 
temperature of 0.01 °C are set out in Table 6. The value of hf 

at this temperature is close to zero, and vg values are easily 
calculated from hg and dPJdT values, using equation (6). 
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Table 6 Comparison of h„ values at 0.01 °C 

Source of h 
value 

g dPs/dT 
(Saul and 
Wagner, 1987) 
kPa/K 

dPs/dT 
(Haar et al., 
1984) 
kPa/K 

hg, 
abs J 

vg 
mVke 

hg-hg 
(Osborne-Calc) 

Osborne et al. (1939) 
Osborne et al. (1939) 
Saul and Wagner (1987) 
Haar et al. (1984) 
Virial 
Preliminary virial 

0.0444266 

0.0444266 

0.0444266 
0.0444266 

0.0444402 

0.0444402 

2501.2 206.245 
2501.2 206.039 
2500.3 206.031 
2500.5 205.986 
2500.0 206.004 
2500.1 206.018 

-

0.9 
0.7 
1.2 
1.1 

Table 7 Comparison of second virial values at 0.01 °C 

Source of B 2
v a n j e R Ps> &2> vg< 

kPa m3/kg m3/kg 
Saul and Wagner (1987) 0.46151 0.611659 -0.0772 206.031 
Haar et al. (1984) 
Virial 
LeFevre et al. (1975) 
(Saul and Wagner 

(1987) Ps) 
LeFevre et al. (1975) 
(Haar et al. (1964) Ps) 

0.46152 0.61173 
0.46152 0.61173 
0.46151 0.611659 

0.46152 0.61173 

-0.0989 205.986 
-0.0128 206.005 
-0.0977 206.013 

-0.0977 205.991 
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Fig. 16 Enthalpy of the saturated vapor 0 s t a 100°C: comparison of ex
perimental values and calculated correlation values. 
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Fig. 17 Second virial coefficient, 0<t<100°C 

A comparison of the values in Table 6 indicates that com
bining the Osborne et al. (1939) hg mean value with the dif
ferent values of dPJdT of Haar et al. (1984) and Saul and 
Wagner (1987) results in significantly different values of vg. In 
addition, the values of hg calculated from each of the various 
formulations are not in accord with the Osborne et al. (1939) 
hg value. 

The Haar et al. (1984) values may also be considered in con
junction with the values of the second virial coefficient (B2) 
correlation of LeFevre et al. (1975), and the values of vg that 
those values imply. (The LeFevre et al., 1975, virial values are 
consistent with their own steady flow measurements, as well as 
those of Wormald, 1964, which were used as a basis for the 
correlation.) Table 7 sets out a comparison of those values, 
with the third and higher virial coefficients assumed zero, us
ing the relationship 

Pv/RT= 1.0+BJv, (7) 
LeFevre et al. (1975) suggests a tolerance of ± 10 percent in 

his B2 values, which results in a range in vg of 
206.022-206.004 mVkg (using the Saul and Wagner, 1987, 
Ps), and a range of 206.000-205. 981 mVkg (using the Haar et 
al., 1984, Ps). The Saul and Wagner (1987) vg value lies out
side of this range. 

The variation in the values set out in Tables 6 and 7 may be 
due to the following factors. First, the Saul and Wagner (1987) 
correlation has a discrepancy with the Osborne et al. (1939) 
0°C value of 0.9 J, but this function rapidly comes into close 
agreement above 5°C, as indicated by Fig. 16. The functional 
form of Saul and Wagner (1987) requires that the values of hg 

and vg be consistent, but does not require consistency with the 
well-known values of Cp0. In addition, while his Ps correlation 
corresponds well with the data of Guildner et al. (1976) and 
Stimson (1969), his value of vg was not required to be consis
tent with the B2 values of LeFevre et al. (1975). 

The Haar et al. (1984) correlation has a discrepancy with 
Osborne et al. (1939) of 0.7 J, which is the smallest of the 
values in Table 1. His values in the range 5-100°C show a 
smaller though systematic deviation of about 0.3 J from 
Osborne et al. (1939) (Fig. 16). His agreement with the B2 of 
LeFevre et al. (1975) is shown in Fig. 17, but obtaining the 
agreement requires Ps values that deviate significantly from 
the Guildner et al. (1976) and Stimson (1969) values (Fig. 18). 
The significance of the higher dPJdToi Haar et al. (1984) is 
that it allows a higher value of hg, closer to Osborne et al. 
(1939), while allowing a lower value of vg consistent with 
LeFevre et al. (1975), with respect to equation (6). 

The values set out in Table 6 from a preliminary virial func-
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H20 Saturation: Ps 0-100 (t/C) H20 Vapour Isothermal Joule Thomson Coefficient (t/C) 
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Fig. 18 Vapor pressure at saturation 0<r<100°C 

H20 Saturation: Vapour Enthalpy h, 0-250 (t/C) 
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Fig. 19 Enthalpy of the saturated vapor, 0<ts250°C; comparison of 
experimental values with the calculated values of the preliminary virial 
correlation of the unshifted data of Osborne et al. (1937,1939). 
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Fig. 20 Isothermal throttling coefficient, 70<ts140°C 

H20 Saturation: Vapour Enthalpy h, 0-250 (t/C) 

tional form correlation resulted in calculated values for hg that 
differed from Osborne et al. (1975) by 1.1 J at 0.01 °C, but 
shifted into general agreement with those values at about 
100°C, as indicated by Fig. 19. The values of B2 resulting 
from this correlation lie just within the tolerance suggested by 
LeFevre et al. (1975) for his B2 values, but differed 
systematically from those values up to about 140°C, and 
similarly differed systematically from the steady flow data of 
Wormald (1964), upon which the LeFevre et al. (1975) correla
tion is dependent in that temperature range (Fig. 20). This 
preliminary correlation represented the available data to 
within estimated tolerances, but the systematic nature of the 
deviations indicated the probability of inconsistency between 
the various data sets. 

The disagreement between the preliminary virial formula
tion and the Wormald (1964) data suggested that closer con
sistency might be obtained if the Osborne et al. (1937, 1939) 
values were lowered by a factor of 0.9997, as demonstrated in 
Fig. 21. The virial correlation (Hill and MacMillan, 1987), 
which made use of the repositioned Osborne et al. (1937,1939) 
data, shows good agreement with the B2 of LeFevre et al. 
(1975) (Fig. 17), the data of Wormald (1964) (Fig. 21), the 
speed of sound data (Fig. 12), the specific heat data (Fig. 13), 
and incorporated the Ps of Saul and Wagner (1987), which 
shows good agreement with Guildner et al. (1976), and Stim-
son (1969) (Fig. 18). 

Except for the possibility of inadequacy of the virial func
tional form used here, or inaccuracy in the value of the gas 

+ Dsborne.el al.H937)IRdius1ed) 
X Osborne.et al.(1939)lfidju5ied) 

"~ Uaqner,Senqers(1986} 
— HiIi.!1acMillanU987) 

250 

Fig. 21 Enthalpy of the saturated vapor, 0<fa250°C: comparison of 
experimental values and calculated values of Hill and MacMillan (1987) 

constant, or the C^ correlation, or the Ps values of Saul and 
Wagner (1987), it can be said that the Haar et al. (1984) values 
differ significantly, especially from the Saul and Wagner 
(1987) Ps values. In addition, the Saul and Wagner (1987) vg 
values differ from the value of B2 of LeFevre et al. (1975). 
However, the shifted virial formulation demonstrates good 
agreement with all of the data, including agreement with the 
repositioned Osborne et al. (1939) data. 

With regard to the Osborne et al. (1939) data, there are 
several factors that suggest that this adjustment is reasonable. 
First, there is the persistent disagreement between each for
mulation and the Osborne et al. (1939) mean hs value at 
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0.01 °C (see Table 6). It is significant that the Osborne et al. 
(1939) values demonstrate a scatter of ±0.5 J, disregarding 
any systematic error. However, it is more significant to con
sider the mean values of hg obtained from the measurements 
of Osborne et al. (1937, 1939), which overlap at 100°C and 
which disagree by 0.5 J. 

The deviation indicated by the preliminary virial correlation 
may be due to some imprecision of the measuring apparatus 
used in the Osborne et al. (1937, 1939) data, which introduced 
a systematic error only at low temperatures. However, the 
disagreement is also consistent with a systematic error in all 
the data which the least-squares procedure is able to fit at high 
temperatures only, but unable to replicate at low temperatures 
because of closeness to the perfect gas. 

However, there still remains the deviation of the 
preliminary correlation from the Wormald (1964) data, and 
the corresponding virial formulation of LeFevre et al. (1975). 
It is significant that the magnitude and direction of the persis
tent discrepancy between the Osborne et al. (1939) data with a 
virial least-squares fit at 0.01 °C should be consistent with the 
magnitude and direction of a similar systematic discrepancy 
with all the Wormald (1964) data. 

As a result, the evidence suggests that a probable means of 
reconciling all the data is to reposition the Osborne et al. 
(1937, 1939) data by reducing hg by a factor of 0.9997. A virial 
functional form fit to an adjusted Osborne data set and to the 
Wormald (1964) data results in a correlation with better agree
ment to both data sets. This shift is of the same order as the 
difference of 0.5 J in the means of the two sets of data 
(Osborne et al., 1937, 1939), where they overlap at 100°C. 

7.4 Summary. In the liquid region, only Kell et al. (1985, 
1978, 1975) provide results of repeated measurements; addi
tional measurements could assist in assessing more confidently 
whether the scatter of that data represents its accuracy. On the 
vapor side along the saturation line, there are significant, 
systematic discrepancies among the data. Near the critical 
region, the discrepancies that exist can be related to small ad
justments of temperature in the data. The data of Hanafusa et 
al. (1983) appear to be more consistent with other data than 
those of Rivkin et al. (1966), and thus may be eligible to 
replace those data in the current correlation data base. The 
continuing process of refining the accuracy of measurements 
and the resulting correlations will undoubtedly result in fur
ther evolution of the correlation and evaluation data bases. 

8 Transport Properties 

The International Association for the Properties of Steam 
has issued a release entitled "The IAPS Formulation 1985 for 
the Viscosity of Ordinary Water Substance" and one entitled 
"The IAPS Formulation 1985 for the Thermal Conductivity 
of Ordinary Water Substance." These releases supersede the 
releases on the transport properties issued in 1975 and 1977 
and amended in 1982. Sengers and Watson (1986) have ex
plained the revisions leading to the most recent releases, which 
are based on research documented in Sengers and Kamgar-
Parsi (1984), Sengers et al. (1984), and Watson et al. (1980). 

Conclusions 

1 In the past 20 years many valuable data have been ob
tained on the density, specific heat, speed of sound, and throt
tling coefficients of steam. The major discrepancies between, 
or incompatibilities of, the best data sets are mainly in the 
"small uncertainty" range. 

2 Much progress has been made in quantitative descrip
tions of the critical region, compressed liquid states, and 
vapor states. 

3 Accurate, wide-ranging fundamental equations of state 
are available, which in single continuous functions represent 
the thermodynamic properties of single-phase states over a 
range of pressures and temperatures from the triple point 
pressure and temperature to 1000 MPa or the melting line, and 
1000°C. 

4 Corresponding progress has been made in the formula
tion of accurate wide-ranging equations for the transport 
properties. 

Note 

Releases of the International Association for the Properties 
of Steam can be obtained from 

Dr. Howard White, Jr. 
Executive Secretary 
International Association for the Properties of Steam 
c/o Office of Standard Reference Data 
National Bureau of Standards 
Gaithersburg, MD 20899 USA 
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This section contains shorter technical papers. These shorter papers wil l be subjected to the same review process as that 
tor full papers. 

Steady Conduction With Space-Dependent Conductivity following, exact solutions for steady heat conduction are 

A. V. Munoz1 and L. C. Burmeister2 

Introduction 
The steady diffusion equation has long been used to 

describe heat conduction and the flow of an incompressible 
fluid through a porous medium. Unfortunately, even for 
regions of simple shape and simple boundary conditions, prac
tical interest is not limited to the case of constant properties 
for which exact solutions are available. For example, if the 
temperature inside a manufactured part is to be accurately 
determined, the variation of thermal conductivity with posi
tion should be taken into account. Accurate determination of 
the hydraulic head at the site of a water well in a water 
resources problem requires accounting for the spatial varia
tion of the permeability of the porous medium. In many cases, 
it is the spatial variation of thermal conductivity or 
permeability that causes the difficulty. However, lumped 
problem formulations with constant properties in which 
temperature variation across the thickness of a plate or veloc
ity variation across the thickness of a confined porous medium 
is ignored can have the same sort of difficulty when the 
thickness varies with position. 

Luikov (1971) surveys solution possibilities for spatially 
varying thermal conductivity. Except for a few fortuitous 
cases, either one-dimensional or with thermal conductivity be
ing constant in convenient zones, generally applicable exact 
solutions do not seem to exist. 

There are many approximate methods of solution, spectral 
(Shaughnessy and McMurray, 1979) and weighted residual 
(Finlayson, 1972) methods being among them. While approx
imate methods compactly show essential features of a solu
tion, they can lack precision and can be defeated by awkward 
geometries. Thus, the diffusion equation usually must be 
solved by numerical methods to obtain accurate results. 

The accuracy of numerical solutions obtained by finite dif
ference and finite element methods can be improved by 
employing increasingly finer grids or finite elements, of 
course. Still, exact solutions against which the numerical 
results can be compared are advantageous to evaluate the ac
curacy of both the numerical results and the programming 
that implements the algorithms that lead to them. In the 
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developed for this purpose for a class of continuous thermal 
conductivity variations in space. 

Formulation 

The equation that describes steady heat conduction is 

V' (A :VT)+S = 0 (1) 

where k is thermal conductivity, T is temperature, and S is a 
distributed source. The transformation 

y = kW2T (2) 

inserted into equation (1) gives 

VlZ2V(Zly)]+S = 0 (3) 

where Z = kul. Since the gradient of the product of two 
scalars/, and/ 2 satisfies the relationship V (/,/2) = f, Vf2 + 
f2 V / j , equation (3) can be rewritten as 

V - [ Z V J - J V Z ] + S = 0 (4) 

The divergence of the product of a scalar f3 and a vector F4 

satisfies the relationship V • W3F4) = / 3 V • F4 + F4 . V/3 . 
Hence, equation (4) can be rewritten as 

Zv-vy-yV'VZ+S = 0 (5) 
or 

V2y-fy + S/Z=Q (6) 

where 

/ = V2Z/Z (7) 

Although Bellman (1953) suggested the transformation of 
equation (2) some years ago as reported by Ozisik (1980, p. 
75), the utility of putting the result into the forms of equations 
(6) and (7) was apparently not fully realized. The more general 
form y = k"T in place of equation (2) gives a result that is 
substantially simplified by setting n = 1/2 to get equation (6). 

Boundary conditions imposed on the steady heat conduc
tion equation (1) are transformed similarly. The case of a 
specified boundary temperature TB is seen from equation (2) 
to be equivalent to a specified boundary value of 

y=yB (8) 

The transformed heat conduction equation (6), subject to 
the appropriate boundary conditions, can be exactly solved by 
standard methods for simple geometries if the conductivity 
varies in a convenient manner. For the sake of brevity, the 
convective and imposed heat flux boundary conditions that 
this method also handles are not discussed here. 

Two-Dimensional Cylindrical Geometry 

The cylinder of outer radius R with a specified surface 
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temperature TR (9) is a convenient geometry for the construc
tion of an exact two-dimensional solution if it is assumed that 
/ i s solely a function of radius r. Equation (6) with S = 0 can 
then be written as 

r~ >d (rdy/dr)/dr + r~2d 2y/dd2 -f{r)y = 0 

subject t oy (R , 6) = yR(d). 

Integrating equation (9) with respect to 6 gives 

r- ]d(rdy/dr)/dr-f(r)y = 0 

where 

(9) 

(10) 

( ) 
0 

( )d6/2ir 

The solution to equation (10) can be represented in terms of 
a function F(r) as y(r) = AF(r). The constant A is deter
mined from the boundary condition y(R) = yR to be A = 
yR/F(R). Hence the solution to equation (10) is 

y{r)=yRF(r)/F(R) (11) 

Note that y and Z have solutions of the same form since, from 
equation (7), 

V 2 Z- / ( / " )Z = 0 (12) 

which is identical in form to equation (9). Hence Z = aF(r). 
The constant a is evaluated as was done for equation (11) to 

obtain 

Z(r)=:ZRF(r)/F(R) (13) 

Combining equations (11) and (13) yields 

y(r) =yRZ(r)/ZR (14) 

The temperature at the center of the cylinder is obtained 
from equation (14) for r = 0 as 

( * kl
0
/2T(0, d)dd = 

o kR
/2mTR(e)de\\o C 2 ^ / J 0 kl

R
/2dd 

where k0 and kR(0) are thermal conductivities evaluated at 
the center and periphery, respectively. Since the center 
temperature T0 cannot be a function of the angle 6, it is the 
weighted average of the boundary temperatures 

<2TT T°=\0
T[k«nwk*'2 TR(d)d6/2ir (15) 

The thermal conductivity variations that are admissible in 
equation (15) are specified by equation (12). The case in which 
/(/•) is a constant C yields 

Co 

A0I0(cr)+ £ ) In(cr)(A„ cos nd + Bn sin nd), C > 0 (16a) 

Z = kW2=A0+J^r"(A„ cos nd + Bn sin nd), C=0 (166) 
« = i 

Co 

A0J0(cr)+ J2 J„(cr)(An c o s nd + B„ sin nd), C<0 (16c) 
« = i 

where c = \C\W2,I„ (x) is the «th order modified Bessel func
tion of the first kind, and /„ (x) is the nth order Bessel func
tion of the first kind (Ozisik, 1980). A variation described by 
equation (16«) is shown in Fig. 1. 

The exact central temperature of a cylinder given by equa
tion (15) with the continuous thermal conductivity of equation 
(16b) was used by Munoz (1984) to evaluate the performance 
of two finite difference methods. In one method the effective 
conductivity kef! between nodes was the harmonic mean 
(Patankar, 1978) in which ket!J = 2/(l/ki+U2 + l/£,-_,/2) 
with central finite differences applied to equation (1) with S = 

Fig. 1 Isometric representation of k = [l0(i) + l%(r) sin 9\ 
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Fig. 2 Central cylinder temperature absolute error versus number of 
finite difference iterations for a linear radial ft1'2 variation and sinusoidal 
peripheral temperature 

0. In the other, the so-called square root representation, fceffi( 

= k\/2 as determined by applying central finite differences to 
equations (6) and (7) with S = 0. 

Results and Discussion 
The central temperatures T0 of the cylinder predicted by the 

two finite difference formulations were compared with the ex
act answers. To do this e, the absolute value of the difference 
between the exact and finite difference answers, was plotted 
versus the number 7Y of iterations as shown in Fig. 2. That the 
harmonic mean representation of thermal conductivity is of 
superior accuracy is readily seen because the exact value is 
known to be 225. 

The exact temperature at the center of a cylinder is easily 
computed subject only to the restriction V2k'/2/k1/2 = f(r). 
In other multidimensional geometries exact answers at any in
terior position are easily obtained by solving equation (6) with 
f = C and can be used to evaluate the performance of 
numerical approximations. If / is not constant, the corre
sponding conductivity variation might still be expressible in 
terms of known functions. For example in a cylindrical 
geometry, if /(/•) = —\2, (R2 - r2) one could employ the 

Journal of Heat Transfer AUGUST 1988, Vol. 110/779 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



functions that have been determined for the Graetz problem 
of evaluating the temperature distribution in fully developed 
laminar flow in a round duct (Sellars et al., 1956; Jakob, 1949; 
Siegel et al., 1958). Likewise in a rectangular geometry, func
tions for the Graetz problem in a rectangular duct (Dennis et 
al., 1959) could be used i f / i s of the appropriate form. These 
exact answers could be used to establish the accuracy of 
predictions obtained by numerical methods. 
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Two-Dimensional Fin Performance: Bi (top surface) 
Bi (bottom surface) 

D. C. Look, Jr.1 

Nomenclature 
Bi = Biot number = hl/k 
h = convection coefficient 
k = thermal conductivity 
/ = one half fin thickness 

L' = fin length 
L = L'/l 
P = fin perimeter = 2(2/ + z) 
Q = power lost by the fin per length 

along root under steady-state condi
tions, W/m 

T = fin temperature, °C 
x' = along the fin variable (root to tip) 

< L 
x = x'/I 

y' = across the fin variable < I ±/ i 
y = y'/i 
e = thermal asymmetry factor = [Bx 

- B2]/By 

8 = adjusted fin temperature excess = T 
- T„ 

fi T"1 rp 
" n -* IV -* no 
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X' = eigenfunction 
X = X7 

Subscripts 
1 = one dimensional or, if two dimen

sional, top fin surface 
2 = two dimensional or bottom fin 

surface 
3 = fin tip surface 
w = wall or root 
oo = ambient 

Introduction 
A common simplification that is made when analyzing an 

extended surface is to assume that the temperature within the 
fin varies only in the dimension directly away from the root 
(*')• Avrami and Little (1942), Burmeister (1979), Irey (1968), 
Keller and Sommers (1959), Lau and Tan (1963), and Snider 
and Kraus (1983) have shown that this one-dimensional ap
proach is convenient but may be in error when the physical 
conditions are such that the one-dimensional analysis is not 
valid (e.g., when the convection coefficient h is large com
pared to the fin material thermal conductivity). Typically this 
information is described by the root Biot number. 

Another situation where the usual one-dimensional assump
tion is particularly in error is when the convection coefficients 
of all the heat transfer surfaces are not the same. That is, even 
though examples are presented where the magnitudes of the 
convection coefficients at the fin tip and the other heat 
transfer surfaces are different, the one-dimension restriction 
does not allow the convection coefficient to be different for 
those other surfaces. Further, perusal of any heat transfer 
book will yield experimental correlations that represent dif
ferent behavior for a hot surface facing up and a hot surface 
facing down (Ozisik, 1985). This difference may be greater 
than a factor of 2 when all other parameters are equal. Thus 
even though the convection coefficient h is not truly constant 
from the root to the tip in the real case (Stachiewicz, 1969), h 
(top surface) is greater than or, at the best, equal to h (bottom 
surface). 

This note presents the results of an investigation of unequal 
convection coefficient effects on the heat lost from a fin. Heat 
balance integral approaches have been applied to this two-
dimensional problem with useful results for the heat transfer 
but only approximate results for the temperature distribution 
(Steir, 1976). Thus the purpose of this note is to provide addi
tional insight into the effects of unequal top, bottom, and tip 
surface convection coefficients. This difference will be 
denoted by the Biot numbers Bi rather than the convection 
coefficients. 

Two-Dimensional Analysis 

In the case of a two-dimensional rectangular fin, the gov
erning equation and boundary conditions are 

d2e d2e 
- = 0 (1) dx2 dy2 

x = 0, 6 = t 

x = L, k-
dd 

dx 
- + h,6 = 0 

-lsy<l 

y = l, k 
86 

- + M = 0 

y=-i, k-
dd 

-h,e=o 

Q<x<L 

(2) 

(3) 

(4) 

(5) 
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functions that have been determined for the Graetz problem 
of evaluating the temperature distribution in fully developed 
laminar flow in a round duct (Sellars et al., 1956; Jakob, 1949; 
Siegel et al., 1958). Likewise in a rectangular geometry, func
tions for the Graetz problem in a rectangular duct (Dennis et 
al., 1959) could be used i f / i s of the appropriate form. These 
exact answers could be used to establish the accuracy of 
predictions obtained by numerical methods. 

References 

Bellman, R., 1953, Stability Theory of Differential Equations, McGraw-Hill, 
New York, p. 109. 

Dennis, S. C. R., Mercer, A. McD., and Poots, G., 1959, "Forced Heat Con
vection in Laminar Flow Through Rectangular Ducts," Quarterly of Applied 
Mathematics, Vol. 17, pp. 285-297. 

Finlayson, B. A., 1972, The Method of Weighted Residuals and Variational 
Principles, Academic Press, New York. 

Jakob, M., 1949, Heat Transfer, Vol. 1, Wiley, New York, pp. 451-455. 
Luikov, A. V., 1971, "Methods of Solving the Nonlinear Equations of 

Unsteady-State Heat Conduction," Heat Transfer—Soviet Research, Vol. 3, 
pp. 1-51. 

Munoz, Alberto V., 1984, "Variable Thermal Conductivity and the Monte 
Carlo Floating Random Walk," Master of Science Thesis, University of Kansas, 
Lawrence, KS. 

Ozisik, M. N., 1980, Heat Conduction, Wiley-Interscience, New York. 
Patankar, S. V., 1978, "A Numerical Method for Conduction in Composite 

Materials, Flow in Irregular Geometries and Conjugate Heat Transfer," Pro
ceedings of the Sixth International Heat Transfer Conference, Toronto, 
Canada, Vol. 3, Paper No. CO-14, pp. 297-302. 

Sellars, J. R., Tribus, M., and Klein, J. S., 1956, "Heat Transfer to Laminar 
Flow in a Round Tube or Flat Conduit—The Graetz Problem Extended," 
Trans. ASME, Vol. 78, pp. 441-448. 

Shaughnessy, E. J., and McMurray, J. T., 1979, "Chebyshev Matrix 
Methods for the Heat Equation: Convergence and Accuracy," ASME Paper 
No. 79-HT-62. 

Siegel, R., Sparrow, E. M., and Hallman, T. M., 1958, "Steady Laminar 
Heat Transfer in a Circular Tube With Prescribed Wall Heat Flux," Applied 
Scientific Research 7A, pp. 386-392. 

Two-Dimensional Fin Performance: Bi (top surface) 
Bi (bottom surface) 

D. C. Look, Jr.1 

Nomenclature 
Bi = Biot number = hl/k 
h = convection coefficient 
k = thermal conductivity 
/ = one half fin thickness 

L' = fin length 
L = L'/l 
P = fin perimeter = 2(2/ + z) 
Q = power lost by the fin per length 

along root under steady-state condi
tions, W/m 

T = fin temperature, °C 
x' = along the fin variable (root to tip) 

< L 
x = x'/I 

y' = across the fin variable < I ±/ i 
y = y'/i 
e = thermal asymmetry factor = [Bx 

- B2]/By 

8 = adjusted fin temperature excess = T 
- T„ 

fi T"1 rp 
" n -* IV -* no 

Mechanical and Aerospace Engineering Department, University of 
Missouri—Rolla, Rolla, MO 65401. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 16, 
1987. Keywords: Finned Surfaces, Modeling and Scaling. 

X' = eigenfunction 
X = X7 

Subscripts 
1 = one dimensional or, if two dimen

sional, top fin surface 
2 = two dimensional or bottom fin 

surface 
3 = fin tip surface 
w = wall or root 
oo = ambient 

Introduction 
A common simplification that is made when analyzing an 

extended surface is to assume that the temperature within the 
fin varies only in the dimension directly away from the root 
(*')• Avrami and Little (1942), Burmeister (1979), Irey (1968), 
Keller and Sommers (1959), Lau and Tan (1963), and Snider 
and Kraus (1983) have shown that this one-dimensional ap
proach is convenient but may be in error when the physical 
conditions are such that the one-dimensional analysis is not 
valid (e.g., when the convection coefficient h is large com
pared to the fin material thermal conductivity). Typically this 
information is described by the root Biot number. 

Another situation where the usual one-dimensional assump
tion is particularly in error is when the convection coefficients 
of all the heat transfer surfaces are not the same. That is, even 
though examples are presented where the magnitudes of the 
convection coefficients at the fin tip and the other heat 
transfer surfaces are different, the one-dimension restriction 
does not allow the convection coefficient to be different for 
those other surfaces. Further, perusal of any heat transfer 
book will yield experimental correlations that represent dif
ferent behavior for a hot surface facing up and a hot surface 
facing down (Ozisik, 1985). This difference may be greater 
than a factor of 2 when all other parameters are equal. Thus 
even though the convection coefficient h is not truly constant 
from the root to the tip in the real case (Stachiewicz, 1969), h 
(top surface) is greater than or, at the best, equal to h (bottom 
surface). 

This note presents the results of an investigation of unequal 
convection coefficient effects on the heat lost from a fin. Heat 
balance integral approaches have been applied to this two-
dimensional problem with useful results for the heat transfer 
but only approximate results for the temperature distribution 
(Steir, 1976). Thus the purpose of this note is to provide addi
tional insight into the effects of unequal top, bottom, and tip 
surface convection coefficients. This difference will be 
denoted by the Biot numbers Bi rather than the convection 
coefficients. 

Two-Dimensional Analysis 

In the case of a two-dimensional rectangular fin, the gov
erning equation and boundary conditions are 

d2e d2e 
- = 0 (1) dx2 dy2 

x = 0, 6 = t 

x = L, k-
dd 

dx 
- + h,6 = 0 

-lsy<l 

y = l, k 
86 

- + M = 0 

y=-i, k-
dd 

-h,e=o 

Q<x<L 

(2) 

(3) 

(4) 

(5) 
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Fig. 1 Geometry of a thermally asymmetric, constant cross sectional 
area, rectangular fin 
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(6) 

and the heat lost per fin length in this two-dimensional case is 
Fig. 3 Percent relative difference between the one-dimensional and 
two-dimensional heat losses from the fin when Bi1/Bi2 = 1/0.5; 
( Bi3 = 0, Bi3 = 0.25, Bi3 - oo) 

Figure 1 illustrates the geometry of this problem. The solution 
of equation (1) using the boundary conditions of equations 
(2)-(5) is 

S I r- pin-1 -i °° sin2(X„)/4 
(7) 

„-i V 2 ( * = 0)/3 

where 

fl[y)= cos{\ny) + Cn sm(\ny) (8) 

f2 (x) = cosh[X„ (X -x)] + (Bi3/X„ )sinh[X„ (L -x)} (9) 
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f3 = 1 + sin(2X„ )/2X„ + C2„[l -sin(2X„)/2X„] 

/ 4 = sinh(X„Z,) + (Bi3/X„)cosh(X„Z,) 

and 

(X„)tan(XJ - B i , - (X„)tan(X„) +Bi2 

(10) 

(11) 

C=-
(X„)+Biitan(X„) (X„)+ Bi2tan(X„) 

The values of X„ come from the roots of the last two expres
sions of equation (12). 

Results 
A personal computer was used to determine the eigenfunc-

tions of equation (12) using a Newton-Raphson method. The 
results obtained when Bi, = Bi2 were in exact agreement with 
the values tabulated in Ozisik (1985) for the first six values. 
Further, equations (6) and (7) were used to compute the 
temperature profiles and heat transfer per fin length. In each 
case the summing process was terminated when the last term 
computed contributed less than 0.00001. 

Figures 2 and 3 may be used to compare the tip effects for 
various asymmetric conditions. The parameter in these two 
figures is the Biot number of the tip, Bi3. The situations 
selected for comparison in these figures are (1) an insulated 
tip, denoted by Bi3 = 0; (2) Bi3 = 0.25, a convenient but ar
bitrarily selected value; and (3) the tip temperature the same as 
the ambient temperature. This last situation is represented as 
Bi3 — oo (i.e., Bi3 (T(x = L) — Tx) must be finite). In each 
case the tip effects are obscured for L greater than 30, 10, or 5 
depending upon Bi! and not the Biot number ratio.2 Figure 4 
may be used to compare the effect of asymmetry produced by 
different top and bottom surfaces Biot numbers (i.e., e). Note, 
the relative error resulting when the heat lost by the fin with 

Bi, Bi2 is used instead of actual case (Bi! > Bi2) increases 
as the difference becomes larger and as the top surface Biot 
number increases. 

Conclusions 
Study of the figures of this presentation indicates that the 

fin tip condition is a lesser parameter in its effects on the ther
mal characteristics of a fin than the unequal surface Biot 
numbers. 
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Each curve of Figs. 2 and 3 may be linearly extrapolated on log-log paper to 
very small L values. 

Multipass Heat Exchangers With a Single Well-Mixed 
Shell Pass 

R. A. Seban1 

(12) Nomenclature 

a = constant in equation (14), unity 
for odd number of passes, zero 
for even 

A = group, equation (14) 
B = group, equation (14) 
C = group, equation (14) 

Cc = tube side (cold fluid) capacity 
rate, W/C 

CH = shell side (hot fluid) capacity rate, 
W/C 

D = group, equation (14) 
F = group, equation (21) 
H = exp(-2SVL) 
L = exchanger shell side length 

l—r = tube side (cold fluid) flow is left 
to right 

L - R = shell side (hot fluid) flow is right 
to left 

M = constant, equation (10) 
N = number of double passes 
P = perimeter of all of the tubes in a 

pass 
R = ratio of capacity rates = CH/CC 

r—l = tube side (cold fluid) flow is right 
to left 

R—L = shell side (hot fluid) flow is right 
to left 

S = R/(2N) for even number of 
passes, R/(2N+ 1) for odd 

t = tube side (cold fluid) temperature 
T = shell side (hot fluid) temperature 
U = overall heat transfer coefficient, 

based on area associated with P, 
W/m2C 

x = 25, as in equation (24) 
z = distance along exchanger length; 

z = 0 on the left 
rj = UP (number of passes) z/CH, 

number of transfer units, t\L for 
z = L 

Introduction 

Analytical expressions for the performance of a shell and 
tube heat exchanger with a single, well-mixed shell pass and 
for two, three, or four tube passes have long been available. 
When the number of tube passes becomes very large, the shell 
fluid acts as though it was well mixed laterally with a single 
pass normal to that of the shell side fluid; this is the case of the 
crossflow exchanger with both fluids well mixed and expres
sions for the performance of this exchanger are available also. 
The analysis for all of these cases is reviewed in Jakob (1957). 
Noted there is the early comparison of the performance of the 
two-pass system with that of the cross flow exchanger, typical 
of a very large number of passes, to indicate that for normal 
values of the number of transfer units the effectiveness is in 
both cases almost the same. Because of this, the performance 
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Table 1 
Cold {tube) 

Hot (shel l ) 

L-R - 51 - UP (passes) . . 
L R Bz TT ( T - W 

tAVG ~ 7U ' * + 

Dif ferent iate (3) and 

d lAVG S . N
 ( 

Local energy balance 

Integrate (5) frc 

Conine (4) and (fi) 

111 J -^s- 5"- ' ) s - i i ikb 

0!W. (?H + 1) passes 

( 3 ' 1AVG = TTTnrrT ( l * ^ 

V-TT I I T • ' in ' " " " " V > 

as specified for the two-pass exchanger is taken to apply also 
for any number of even passes, a recommendation made in all 
heat transfer books. With an odd number of passes simple 
algebraic relations for the effectiveness cannot be obtained so 
that in Jakob (1957) there is no comparison of the three-pass 
exchanger with one of many passes. Recently O'Hare et al. 
(1986) have given some results for the effectiveness of three 
and five-pass exchangers obtained from numerical solutions 
for these systems. 

Here this exchanger problem is considered again and in view 
of its history, and of the substantial idealization involved in 
the well-mixed fluid assumption that is associated with the 
shell side fluid, some justification is needed for this further ex
amination. This is based on a more unified presentation for all 
of the cases for both even and odd numbers of tube passes, 
which gives explicit expressions for the outlet temperature of 
the tube side fluid. A simple algebric result for the effec
tiveness is obtained for an even number of passes. One is not 
obtainable for an odd number of passes so that for this case 
the determination of the effectiveness involves a sequence of 
arithmetic equations, simpler however than a finite difference 
solution for the whole exchanger. 

t . /< !«} for not fluid L-R 

I = t. /(1-Rl for hot fluid R-L 

- U / I M S ' ] 

r l H / H l f ] 

i / 1 t 4S' (1 + 1/ft) -] 

l, I 1 i / 1 + IT 11 - l/») J 

] Temperature His t r i 

Solution of (1) 

-S"CJV • l ^ e 

i number o f pass 

z(iys) 

Analysis 
The exchanger shell extends from z = 0 to z = L and within 

the shell there are tube passes into which one fluid, here called 
the cold fluid, enters at z = 0 with inlet temperature tm and 
capacity Cc. The shell side fluid temperatures are T0 at z = 0 
and TL at z = L; this fluid is called the hot fluid and its capaci
ty rate is CH. The hot fluid can flow either from z = 0 to z=L 
(left to right, designated as L—R) or from z = L to z = 0 (right 
to left, designated R—L). With P the total perimeter of all the 
parallel tubes in any pass and U the overall heat transfer coef
ficient based on the area associated with the perimeter defini
tion, the rate equations for the cold and hot fluids are equa
tions (1) and (2) of Table 1. For the cold fluid the flow direc
tions are left to right, l—r, in the odd numbered passes, and 
right to left, r — I, in the even. These equations are given on the 
left in dimensional form and on the right in nondimensional 
form, with the generalized distance being [UP(passes)z/CH], 
the transfer units; the ratio of capacity rates CH/CC being R; 
and the parameter S being R/(passes). The number of passes 
is 27V for an even number of passes and (2N+ 1) for an odd 
number of passes, Equations (1) and (2), together with the 
overall energy balance, lead ultimately to the cold fluid 
temperature distribution as indicated by the tabulated algebra. 

The words hot and cold fluid are adopted here as a con
venient designation, rather than shell side fluid and tube side 
fluid, but it is the latter that is really referred to and the results 
are to be considered on the basis that, when for instance the 
hot fluid temperature distribution is obtained, it is actually the 
shell side fluid temperature distribution. 

Equation (3) defines the average cold fluid temperature 
?AVG, on the left side of Table 1 for an even number of passes 
and on the right side for an odd number. This expression is 
differentiated to give equation (4), which is ultimately com
bined with the energy balance to produce equation (7). In this 
balance, equation (5), the sign of the derivative of the hot fluid 
temperature depends on the flow direction of the hot fluid, 
L—R or R—L, and this dependence is continued in all subse
quent relations. Equation (7), for the derivative of the average 
cold fluid temperature for an even number of passes, is altered 
in form by the introduction of the overall energy balance to 
produce equation (8). For an odd number of passes the form is 
a rearrangement of equation (7). Next equation (2) is differen
tiated and equation (8) is used to eliminate the derivative of 
the average cold fluid temperature to produce equation (9), a 
differential equation for the hot fluid temperature distribu-
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Table 2 

<T in - T o u t ) / ( T f n - t , . „ ) 

even (2N) 

L-R 

R-L 

odd (2M + 1) 

L-R 

R-L 

Tout ' i n " R Tout W i n 

t f n / ( l + R) t ( n - R T M t T o u t / t ) n 

t , „ / ( l - R ) t 1 n + RT1n 1/(1 - t 1 n / T 1 n ) 

tion. In this operation the hot fluid temperature at z = L, TL, 
is chosen as datum when there is an even number of passes and 
the hot fluid temperature at z = 0, T0, is chosen as datum for 
an odd number of passes. Equations (10), in which M is de
fined as indicated, are the solutions of equation (9), rxi are the 
roots of the differential operator in equations (9), and the con
stants c, and c2 are defined as in equation (12). With the hot 
fluid temperature distribution determined, the cold fluid 
distribution is found from the formal solution of equation (1) 
which, as equation (13), depends on the direction of the cold 
fluid flow. The use of the hot fluid temperature distribution, 
equation (10), in equation (13) produces the final form for the 
cold fluid temperature distribution, equation (14). Quantities 
A, B, C, and D define three terms of this result evaluated for q 
= 0 and for i) = r/L and at the end of Table 1, two combina
tions of these quantities are defined for convenience. 

The combination of these solutions for the distribution of 
the cold fluid temperature distribution for flow from left to 
right and for flow from right to left ultimately relates the cold 
fluid outlet temperature tout to the inlet temperature tin. 

For the first pass, a left-right pass, which begins at ?j = 0, 
equation (14) gives 

tin 

M M 
=A + [c/r(l)] (15) 

At r\ = r\L the temperature for this first pass is the 
temperature for the second pass (a r — l pass) 

M 
-£ ; B + [cIr(\)}e-^L =D+[crl(2)]es»L 
M 

(16) 

At r/ = 0, the end of this r—l pass, the temperature is also the 
temperature for the next, l—r pass 

C+[crl(2)]=A + [clrO)] (17) 

The elimination of constant crl(2) from equations (16) and (17) 
gives 

[cfr(3)J = KC-A)- (D-B)e~s'L] + [c/r(l)]e-
2S^ (18) 

Defining the first two bracketed terms on the right by Y and 
also defining exp ( - 2SyL) as H makes this 

[c f r(3)]=y+[c r ,( l)]/ / 

In a general form equation (18) is 

clrU + 2)=Y+H[clr(i)] 

For example 

clrO)=Y+H[clrW] 

c!r(5) = Y+H[clrO)] = Y+HY+ [^(l)]/*2 

c„ (7) =Y+ H[clr(5)] =Y+HY+fPY+ [ c^ l ) ] / / 3 

Then generally 

/ l-HN\ / t- \ 
clri2N+ 1)= Y^-j-^) + {-£-A)H» (19) 

For an odd number, (2N+ 1), of passes, the cold fluid outlet 
temperature is tL for the last pass 

'""" tr ' - " (20) i ~ ~ = B+lclr(2N+l)]e-^ 

or using equation (19) 

t^ _ r . . / i - t f ^ 
M 

L F 

-K^) -H e-SriL , -•» e-(2N+l)S-nL 

M 

J (21) 

For an even number (2N) of passes, the outlet temperature 
is t0 for the (2N) pass. It is also ta for the (fictive), (2N+ 1) 
pass 

M 
--A + [c,r{2N+\)\ (22) 

Thus the cold fluid outlet temperature is given by either 
equation (20) or (22), with [clr(2N+ 1)] obtained from equa
tion (19). Table 2 gives, for the various flow arrangements, the 
datum for the temperature, the value of M, the value of the 
cold fluid outlet temperature in terms of the datum, and the 
ratio (Tin — T0Ut)/(Tjn — tjn), when the temperature datum is 
as indicated. For R< 1 the effectiveness is defiend as 

T- -t-
and this is -£?- ( T>" T°"< ) (23) 

Even Number of Passes 

For an even number of passes, the roots r12 given by equa
tion (11) depend only on 25, now defined further as x, which is 
R/N. Then the relations become relatively simple, as partially 
illustrated here for the hot fluid as L-R 

1 r , n •>•> r \ i - l ± V l + x 2 

m -2 + 2VT+J? 2r, - 2 + 2VT+J? 

(C-A) = (cl+c2)x=x; {D-B)=x(cxe
r^L +c2e

r2iL)=0 

Y=C-A)-{D-B)e-s" = (C-A)=x 

A=-

T —t-

T —T 

l + r,/S 
-1/21" (J f - l ) 

-VI + J T 

••I — 

T-

'1 + £ - ( V l + x )r,L 

_ e - ( V l + "2 

1 
~2 [<' + x) 

-vT + xz 
l + e - ( V l + x )nL 

1 1-e 
x R 

)] 
+ -J _ e - 2 S , L \-e-RriL 

(24) 

Equation (24) is the reciprocal of the effectiveness as defined 
for R < 1. For R > 1 the reciprocal of the effectiveness is ob
tained by multiplying equation (24) by CC/CH. 

For a two-pass exchanger {N= 1, x = R) the last two terms 
in equation (24) add to zero. This is the expression that is given 
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Table 3 Effectiveness values 

CH/C n, L-R R-L N + - O'Hare (1986) F i g . 2 
(26) (25) (24) R-L (Po lynomia l ) L-R R-L 

1 1.5 .478 .527 .530 .530 
0.5 1.5 .618 .638 .638 .639 .62 .64 

2. .75 .628 .644 .638 

[as in for instance Holman (1986)] and then said to be ap
plicable for any number of passes. This expression, for N=l, 
can be used as indicated to obtain the effectiveness for R > 1. 
The form turns out to be the same as for R < 1 if R is then 
defined as CC/CH, or, more specifically, as Cmin/Craax and the 
number of transfer units as 2UPL/Cmin. 

All of the above conclusions are the same if the hot fluid 
flow direction is R— L. 

For N> 1 the performance is given by equation (24). In the 
limit AT—oo, the performance is that of the crossflow ex
changer with both fluids well mixed laterally, which is 

r*-'» = r R
R +

 ]
 + - L I (25) 

Th,-Toul ll-e-^L i-e-u nLl 
A comparison of the values given by equations (24) and (25) 

shows that the ratio of the effectiveness for an infinite number 
of passes to the effectiveness for two passes is between 1.00 
and 0.97 for r?L<3 when R=l; •qL<4 when ^ = 0.75; t?L<5 
when R = 0.5; and i j i <17 when R = 0.25. The ratio is lower 
for higher values of r\L, and for r\L — oo the ratio is 

— ((l+R)+*Jl+R2)/(l+R) 

The ratio, is, for R = 0.5 as an example, is equal to 0.872; 
the insensitivity of the effectiveness to the number of passes is 
true only for values of i\L less than those cited above, but those 
do include most of the critical values of rjL. 

Odd Number of Passes 

With an odd number of passes the roots, r, 2 are given by 
equation (11), for R— L; they are 

r»=±[-l±J1+*(l-T)]'R-L 

The factor (1-1/R) associated with x1 precludes the simple 
relations by which equation (24) was attained for an even 
number of passes. Now equation (20) must be evaluated as it 
stands. Because the constants cu2 given by equation (12) each 
are the sum of a term that contains TL/M as a factor and a 
second term, the quantity F i n equation (21) is linear in TL/M 
and it can be written in a form more convenient for calcula
tion, as 

1™- = I± F0+F,+— e-R"L, since (2N+1)S = R 
M M ° ' M 

Then, for the hot fluid as R —L, for which the datum is Toul 

and M =/,-„/( 1 +R), we obtain 

Tin Fl-(l-R)(l-e'^L) 

tin Q-R)(R-F0) 
When R = 1 the roots are such as to make Fl equal to zero 

and thus equation (25) remains determinate. 
For the hot fluid as L-R, for which the datum is Tin and 

M=tin/(1 +R), we obtain 

Tout (l+R)(l-e-«'L)-F] 

tin (1+R)(R+F0) 

No general comparison is possible, since the evaluation 
must be made for chosen values of R, (2N+ 1), and -qL. As an 

example, values of the effectiveness for N= 1 have been 
calculated for r)i = 1.5, with CH/C0 equal to 1 and 0.5, for 
both hot fluid flow directions, L — R to make the flow in two 
of the three passes parallel to that of the hot fluid, and R—L, 
to make this flow counter. Table 3 gives the values of the ef
fectiveness from equations (26) and (27). Values from equa
tion (25), the mixed fluids cross flow case, are included as are 
some from O'Hare et al. (1986). 

With CH/CC= 1.5 and 1.0 for the hot fluid R-L, in 
counterflow with two of the three tube passes, the effec
tiveness is practically the same as it is for an infinite number of 
tube passes. For the hot fluid L — R, in parallel with two of the 
tube passes, the effectiveness is slightly lower. 

For CH/CC = 2, for which the effectiveness is defined by 
equation (23), the value of t\L is taken as 0.75, so that with 
A=P(2N+1)L, (UA/CC)(CC/CH)=0.75, to give 
UA/CH= UA/Cmin = 1.5 the same value that is associated 
with CH/C0 = 0.5. On this basis equation (25) gives the same 
effectiveness but the values from equations (26) and (27) for 
CH/CC =0.5, UA/CH= 1.5, and CC/CH = 0.5, UA/CC = 1.5 
are not quite the same so that even for N= 1, the effectiveness 
is not a function of (Cmin/Cmax, UA/Cmia). 

Conclusions 

The classic problem of the shell and tube heat exchanger 
with a single well-mixed shell pass and a number of tube passes 
has been reconsidered to obtain algebraic expressions that lead 
to the effectiveness for any number of tube passes, where as 
the prior algebraic results were limited to four or fewer passes. 
Evaluation of the results for an even number of passes con
firms the existing specification that the results for two passes 
are usable for any number of passes, with some limitation on 
the number of transfer units. Evaluation of the results for an 
odd number of passes predicts agreement with the numerical 
result of O'Hare (1986) to the extent of them, but with an in
dication that for the odd number of passes the effectiveness is 
not a general function of Cmin/Cmax and of the transfer units 
calculated on the basis of Cmin. 
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Subscripts 
a = refers to conditions during period ta 
b = refers to conditions during period tb 

Introduction 
The regenerator is characterized by the thermal capacitance 

of its matrix, which alternately supplies or accepts heat from 
two fluids, a and b, that enter at different but constant 
temperatures and flow countercurrently but alternately 
through the same flow passages for time periods ta and tb. 
Steady-state periodic operation is attained after a sufficient 
number of alternating periods following startup. 

The purpose of this note is twofold. First, it is desired to 
show a new method of evaluating the coefficients that arise in 
the analysis of steady-state periodic operation of counterflow 
regenerators. The second purpose is to express the solution of 
the regenerator problem in terms of the functions Fn(u, v) 
and G„ («, v) (Romie, 1987) that permit, particularly with the 
new method of coefficient evaluation, a very rapid numerical 
description of regenerator operation. The method of analysis 
generally follows that described by Nusselt (1927) and first put 
into use by Nahavandi and Weinstein (1961), and, later, by 
Romie (1979), Willmott and Duggan (1980), Baclic (1985), 
and Hill and Willmott (1987). 

The Differential Equations 
The regenerator analyzed is defined by the following 

idealizations: (1) The capacitance rates, (wc)a and (wc)b, of 
the fluids and the thermal conductances, (hA)a and (hA)b, 
for transfer of heat between the fluid and matrix are uniform 
and constant as is the thermal capacitance, WC, of the 
regenerator matrix. (2) No heat is conducted axially in the 
matrix and the matrix material offers no resistance to heat 
flow in the direction normal to fluid flow. (3) The ratios of the 
thermal capacitances of the fluids contained at any instant in 
the matrix to the thermal capacitance of the matrix are 
negligibly small and are treated as zero. This latter idealization 
means, in effect, that the two fluids must be gases and that 
transit times required for particles of gas to flow through the 
regenerator must be negligibly small compared to the flow 
periods /„ and tb. 

With these idealizations, energy balances give two equations 
applicable during period a 

fag _ r
 dTa m 

d(Aay) a T" d(nax) (> 

With counterflow the two equations during period b are 
drb dTb 

_~3(A^r= 7 W 6 =~^(ii^r (2) 

In these equations, x is the fractional completion of a period 
(x=t/ta during period a and x= t/tb during period b), andj> is 
the fractional distance along the flow path in the matrix of 
length L and is always measured from the entrance plane of 
gas a. The parameters II and A are IIa= (hAt)a/WC, 
Ub=(hAt)b/WC, Aa=(hA)a/(wc)a, and Ab=(hA)b/ 
(wc)b. The subscript a is assigned such that the term 
A4na/(Aan6) = (wet)a/'(wet)b is not greater than unity. 

If rh is the temperature of the hotter gas with inlet 
temperature TU„ and rc is the temperature of the colder gas 
with inlet temperature TC,„, then T„= (TC — Tcin)/(rUn— TC,„), 
Tb = (T„ ~ 7cm)/(Thin -Tcin) and T = ( Tm - Tcjn )/(TM„ - Tcin ) 
where Tm is the matrix temperature. Alternate definitions can 
be used: ra= (rh-rhin)/(rcin~Thin), rb = (rc -T A , „ ) / 
(Tci„-Thi„) and T=(Tm~Thin)/(Tcin-rMn). Thus T„ 
represents the temperature of the hotter or colder gas as ap
propriate. The temperature variables T0, T6, and T will be 
referred to as temperatures. 

Functions Used 
Two closely related families of functions, F„(u, v) and 

Gn(u, v) (Romie, 1987), are used to express the solutions of 
equations (1) and (2). The functions satisfy two equations 

dGn(u,v) dFn(u,v) 
— =t „-C/„= (3) 
of ou 

For «>0, Fn(0, v)=v"/n\ and G„(u, 0) = 0. Two integrals 
used in this note are 

\QF„(u, z)dz = F„ + 1(u, v), n>0 (4) 

j o G„(z, v)dz= -F„ + 1(u, v) + vn + l/(n+\)\, n > - l (5) 

Numerical values for Fn and G„, n = 0,1,2, . . . , can be 
found by evaluating just three functions and then using two 
recurrence equations. The three functions to be evaluated are 

G_[(w, v) =exp( — u — v)I0(2-Juv) (6) 

F_,(w, v)=exp(-u-v)(u/v)w2Il(2*Juv) (7) 

G0(«, v)=exp(~u-v) J ] (u/M)(r+1)/2/r+1(2Viw) (8) 
r=0 

Ir is the modified Bessel function of the first kind, rth order, 
and u and v are positive. The two recurrence equations are 

Fn(u,v)=G„(u,v) + G„_i(u,v), ± integer/? (9) 

Gn+l(u, v)= —— ((v~u-l-2n)Gn + (2v-n)Gn^i 

+ fG„_2), «>0 (10) 

Series expansions fo rG.LF^ .andGo are given by Romie 
(1987). 

Solution of Equations 
The solution of equations (1) must satisfy two conditions: 

gas a enters (y = 0) at zero temperature, ra (x, 0) = 0, and the 
temperature distribution of the matrix at the beginning (x = 0) 
of period a must be the matrix temperature distribution at the 
end (x= 1) of period b, Ta(Q, y) = Tb(l, y). The solutions for 
the temperatures are 

N 

Ta (x, >0 = E A„F„ (Jlax, Kay) (11) 
n = 0 

N 

Ta(x,y)= J^AnG„(nax,Aay) (12) 
n = 0 

Note that the governing equations (1) as well as the first condi
tion (T„ (X, 0) = 0) are identically satisfied for arbitrary expan
sion coefficients A„(n = 0,\,2, . . . , N<<x>). Also note that, 
due to the properties of the F„ functions, the matrix 
temperature distribution at the beginning (x= 0) of period a is 
expressible as an Mh degree polynomial of Aay 

N 

Ta(o,y)=YiAn(Ky)n/ri (13) 
n = 0 

During period b, gas b enters (y= 1) at unity temperature, 
rb(x, 1)=1, and the matrix temperature distribution at the 
beginning (x = 0) of period b must be the matrix temperature 
distribution at the end (x=l) of period a, Tb(0,y) 
= Ta (1, y). The matrix and fluid temperatures during period 
6 are 

N 

Tb (x, y) = 1 - J ] BnFn (n6x, A6(l -y)) (14) 
n = 0 
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n (*, y) = 1 - £ B„G„ (Ilbx, A6(l -y)) (15) 

These expansions satisfy the governing equations of period b 
and the condi t ion rb(x,l)=\ for a rb i t ra ry B„(n 
= 0,1,2, . . . ,JV<oo). Also equation (14) makes the matrix 
temperature distribution at the beginning of period b expressi
ble as an M h degree polynomial of Ab{\ - y ) 

Tb(0,y) = \- ^B„(Ab(l-y))"/nl (16) 

The coefficients A„ and Bn are evaluated in a following 
section. 

thalpy of the mass of gas that passes through the regenerator 
during period a. This change in enthalpy must equal the 
change in internal energy of the regenerator matrix during 
period a 

(wct)afa=Wc(jo Ta(0, y)dy- j o T„(0, y)dyj (19) 

(The matrix temperature distribution at the end of period a is 
the matrix temperature distribution at the beginning of period 
b.) Using equations (13) and (16) for the integrations gives the 
alternative expression for f„ 

A / N 

fa= - j f - ( - l + L (AnA"a+BnA"b)/(n+ !)</) (20) 

Thermal Effectiveness 
With adoption of the convention regarding assignment of 

the subscript a, the thermal effectiveness fa of the regenerator 
is the time-mean temperature of gas exiting 0 = 1 ) the 
regenerator during period a 

f„=\ Ta(x> !)<& (17) 

Carrying out the integration using equations (5) and (12) gives 
the thermal effectiveness 

1 N / \ 
fa=jrT,An{^a+i/(n+lV.-Frl+l(Ila,Aa)) (18) 

Coefficient Evaluation 

The equations used to find values of the coefficients are 
found by noting that the matrix temperature distribution at 
the end of a period must be the matrix temperature distribu
tion at the beginning of the succeeding period: 
Ta(0,y) = Tb(l,y) and Ta(l, y) = Tb(0, y). Substituting 
equations (11), (13), (14), and (16) into these two relations 
gives two equations 

N 

£ {A„(Aay)"/n\+BnF„(Ilb, (1 ->)A 6 )} = 1 (21) 

£ {A„F„(Ua,yAa)+B„((l-y)Ab)"/n\) = l (22) 

For an alternative method of computing the thermal effec
tiveness note that the product {wct)afa is the change in en-

The 2(7V+ 1) values of A„ and Bn can be found by satisfying 
these two equations at N+ 1 points, ym, along the flow path. 

Table 1 Gas a exit temperatures for Aa = 286, Ab = 220, !!„ = 200, nb = 162 

Method 

Equal 
Chebyshev 
SIM 

Equal 
Chebyshev 
SIM 

Equal 
Chebyshev 
SIM 

Equal 
Chebyshev 
SIM 

Equal 
Chebyshev 
SIM 

Equal 
Chebyshev 
SIM 

Equal 
Chebyshev 
SIM 

Equal 
Chebyshev 
SIM 

N 

1 
1 
1 

2 
2 
2 

3 
3 
3 

4 
4 
4 

5 
5 
5 

6 
6 
6 

7 
7 
7 

8 
8 
8 

Initial temperature 

0.998103 
0.998103 
1.154760 

1.002453 
1.002453 
0.909124 

0.998166 
0.999339 
1.035396 

1.000973 
1.000326 
1.004268 

0.970991 
1.000684 
0.992523 

1.000827 
0.999736 
1.005521 

0.999218 
1.000081 
0.999944 

1.007747 
1.000026 
0.999908 

Average temperature 

0.808414 
0.808414 
0.953318 

1.012171 
1.012171 
0.993969 

0.985661 
0.989885 
0.996871 

1.000075 
0.994997 
0.995655 

1.035788 
0.997887 
0.996039 

1.009082 
0.995228 
0.995991 

0.993112 
0.996541 
0.995896 

0.990141 
0.995817 
0.995897 

Final temperature 

0.618725 
0.618725 
0.751877 

0.789764 
0.789764 
0.853971 

0.901632 
0.906392 
0.921728 

0.974715 
0.959135 
0.936621 

1.840665 
0.919978 
0.948847 

1.068527 
0.947480 
0.952070 

0.930150 
0.958667 
0.951429 

0.862835 
0.950614 
0.951513 

Note: The four values of A and n correspond (Shah, 1981) to Ntu= 128, C* =0.95, I /O* =0.7, (hA)* = 1.23. 
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This procedure is termed the collocation method. Coefficient 
evaluation requires the solution of a 2(N+ l)x2(N+ 1) array 
with a unit vector. 

Nahavandi and Weinstein (1961) used equally spaced 
points, ym=m/N, m = Q,\,2, . . . , N. Romie (1979) and 
Willmott and Duggan (1980) used Chebyshev points; 
j>,„ = (l-cos(Trm//V))/2. (Willmott and Duggan first pro
posed use of the Chebyshev points in 1975.) In either case 2N 
nontrivial sets of values of the three functions, F_,, G_lt and 
G0, must be evaluated. A trivial set is one for which at least 
one argument is zero. 

A new method of finding values for the coefficients will be 
termed the Successive Integral Method (SIM). The basis of the 
method is that if two functions are equal over an interval then 
their successive integrals over the interval will be equal. The 
method thus reduces to finding successive integrals, 0 to y, of 
both sides of equation (22) (Ta(l, y) = Tb(fl, y)), and after 
discerning the general form of the kth integration, setting 
y = 1. Using equation (4) for the integrations produces the first 
set of N+ 1 equations 

£ (A„k\F„+k(Ila, Ka)/K+B„ — — Ag/Hl) = l, (23) 
n = 0 V K + n / 

k=l,2, . . . ,N+l 

For the second set of N+ 1 equations the same procedure is 
used on equation (21) but with substitution of ij = 1 —y and 
setting T/ = 1 after discerning the general form of the Ath in
tegration with respect to -n: 

D \An-j—- A"a/nl+Bnk\F„+k(nb, Ab)/A
k
b) = 1, (24) 

„=o v K + n ' 

£=1,2 , . . . , N+l 

Each equation for each value of k produces a row in a 
2{N+ 1) x 2(N+ 1) array and, cumulatively, a unit vector. 

The advantage of the method is twofold. First, only two sets 
rather than 2/Vsets of values of the three functions, F _ , , G„ , , 
and G0, are required. Second, the value of TV for attainment of 
a given accuracy in f„ is less than that required with use of the 
collocation method. Generally, N=2 will give an accuracy in 
f„ sufficient for most requirements when SIM is used. 

The second advantage is illustrated in Table 1, which shows 
the initial, time-mean, and final temperatures, T„(0, 1), ta, 
and 7„(1, 1), computed for the exiting gas a. If an accuracy of 
0.1 percent is arbitrarily specified for fa, then N=3 is suffi
cient with SIM and N=6 if Chebyshev points are used. 
Equally spaced points do not provide the specified accuracy 
even for 7V=8. It should be pointed out that the values of A 
and n used in Table 1 were selected to provide a severe test of 
the three methods. As stated, N=2 is generally adequate for 
use with the SIM method of determining the coefficients when 
computing fa. However, for the parameters used in Table 1, a 
larger value of N is required when computing the initial and 
final exiting temperatures to the accuracy specified for fa. 

For the symmetric regenerator (A„ = A 6 =A and n a = n d 

= 11) the coefficients are equal (A„=Bn) and equations (23) 
and (24) reduce to a single equation 

P^n{-^ A"/n\+k\Fn+k(n, K)/^) = \, (25) 

Ar=l,2 N+l 

Table 2 Comparison of coefficients found using SIM and 
Galerkin methods for A = 15.5, n/A = 5/6 

SIM Galerkin 

For the symmetric regenerator only one set of values of the 
three functions is required to compute the coefficients, fa and 
the final exiting temperature Ta(l, 1). 

The successive integral method (SIM) and the Galerkin 
method of determining coefficients (Baclic, 1985) share the 
advantages noted above and produce coefficients that are, for 
all practical purposes, identical as shown in Table 2 for a sym
metric regenerator. The advantages of SIM are the ease of 
derivation and simplicity of equations (23) and (24) and a 
slightly shorter computation time. 
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.0857580835 
- .0064598834 
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Heat Transport Along an Oscillating Flat Plate 

U. H. Kurzweg1 and J. Chen1'2 

Introduction 
Several recent papers (Kurzweg and Zhao, 1984; Kurzweg 

1985a, 1985b, 1986; Kaviany, 1986) have examined the 
transport of heat between a hot and cold fluid reservoir when 
the two reservoirs are connected to each other by an array of 
open-ended pipes and when the fluid within these pipes is set 
into sinusoidal axial oscillations. This new heat transfer mode 
involves the periodic interaction of axial convection with 
radial heat conduction between the fluid core and Stokes 
boundary layer formed by the oscillations (Kurzweg, 1986) 
and can lead to effective axial conductivities orders of 
magnitude larger (Kurzweg and Zhao, 1984; Zhao, 1985) than 
achievable by axial conduction in the absence of oscillations. 
An interesting property of this heat transfer method is that 
there is no convective mass exchange between the fluid in the 
two reservoirs, whenever the maximum fluid displacement 
within the tubes is less than the tube length and the flow re
mains laminar. Such conditions can readily be met in ex
periments using capillaries (Kurzweg and Zhao, 1984) and can 
lead to heat transfer rates considerably higher than achievable 
with heat pipes (Dunn and Reay, 1978). 

In the above studies the oscillations responsible for the 
enhanced heat transfer are due to a periodic pressure gradient 
produced by moving pistons or membranes located within the 
fluid reservoirs. It is the purpose of the present note to show 
that the same enhanced heat transfer process can occur along 
rigid walls bounded by a viscous fluid when such walls execute 
a periodic motion parallel to the fluid-solid interface, and a 
longitudinal temperature gradient is present. In particular, we 
examine the problem of thermal pumping existing in the 
classical Stokes problem of a sinusoidally oscillating flat plate 
immersed within a viscous fluid of infinite extent (Schlichting, 
1978). A constant-temperature gradient is superimposed on 
the fluid parallel to the plate surface and in the direction of 
plate motion. As will be seen, this leads to a large longitudinal 
heat flux within a relatively narrow boundary layer region next 
to the plate. The thickness of this layer, containing 99 percent 
of the time-averaged thermal flux, is found to be no more than 
3.754 of the Stokes viscous boundary layer thickness and for 
low Prandtl number fluids, such as liquid metals, can become 
considerably less than one Stokes layer thickness. 

Formulation and Solution 
Consider a very thin plate oscillating sinusoidally within an 

unbounded viscous fluid, as shown in Fig. 1. The plate 
movements are parallel to the fluid-solid interface and the 
oscillation amplitude is A0. A constant temperature gradient 
7 = dT/dx is superimposed on the fluid in the oscillation direc
tion x. Using the nondimensional transverse coordinate 
r)=y/&, where b = ^f2v7u> is the Stokes layer thickness, with 
oj the angular oscillation frequency, v the fluid kinematic 
viscosity, and T = u>t the nondimensional time, the assumed 
laminar velocity field within the bounding fluid for TJ>0 is 
(Schlichting, 1978) 
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D isp lacement 
x = A0 sin cot 

Fig. 1 Schematic of oscillating plate problem 

C/(T), T) = U / 1 0 cos (T-rj)e " (1) 

The corresponding temperature field can be derived from the 
energy equation and, upon neglecting viscous heating effects 
and assuming a temperature variation of the form (Chatwin, 
1975) 

T(x, v, T) = y[x + &g(ri)e«]R (2) 

where the subscript R refers to the real part of the function 
shown within the bracket, leads to the equation 

g" - 2 ; P r g = Pee-<1 + '> (3) 

Here the prime denotes differentiation with respect to r/, 
Pr = U/K, Pe = oiA05/K is the Peclet number, and K the fluid 
thermal diffusivity. On solving this last equation, subject to 
the physically relevant boundary conditions that 
g'(Q) = g'(oo) = o, leads to 

g(r)) = „ j / i
P e

n _ x [ e - ^ ~ e-^'o] (4) 
2/(1 - Pr) VPr 

The longitudinal heat flow caused by the interaction of the 
temperature and velocity field consists of a time-dependent 
convective part and an ^-direction conductive part. The latter 
is negligibly small for most cases of physical interest. On 
neglecting such direct longitudinal conduction, one is left with 
that part produced by the interaction of longitudinal convec
tion with conduction in the transverse direction across the 
Stokes layer. As already shown in an earlier study (Kurzweg, 
1986), this latter quantity can be appreciable because of the 
very large temperature gradients that are established in the r/ 
direction by the plate oscillation. Mathematically this latter 
heat transport, expressed as a longitudinal thermal flux (in 
W/m2), can be written at A-= 0, with aid of equation (1), as 

4> = pcUTR 

= pcyA0bu[gR cos T-gj sin r] cos (T-rj)e"'1 (5) 

where pc is the product of the fluid density and its specific heat 
and the subscript / refers to the imaginary part of the function 
shown. On time averaging this result over one period of the 
sinusoidal oscillations, we find that 

Ul-PrtJ uAg sin ( l -VPr)j je - ( 1+VP0 I I (6) 
2 ' L ( l - P r ) 

This result clearly shows that the total thermal flux is confined 
to a relatively thin layer near the plate of the order of the 
Stokes boundary layer thickness and that the flux is directly 
proportional to the product pcyA\. 

One can integrate equation (6) over the entire range of rj to 
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Table 1 Flux boundary layer thickness as a function of 
Prandtl number; the thickness n containing 99 percent of the 
heat flux is given in multiples of the Stokes layer 
Pr 

n 
0 

2.287 

0.01 

2.605 

0.1 

3.336 

0.36 

3.754 

1 

3.319 

10 

1.055 

100 

0.261 

obtain the total time-averaged heat transport in watts for a w 
wide plate of 

Vw _,r Vp7-Pr "I 
Q=-pCWT-jrAl[-r¥ir-\ (7) 

This last result shows that the total heat flow also increases 
with pcyAl and in addition goes as the square root of the 
oscillation frequency and is a function of fluid Prandtl 
number. The Prandtl number function within the square 
bracket of this last expression has a maximum value of 0.277 
at Pr = 0.432. The square root frequency dependence has also 
been found for contaminant dispersion (Watson, 1983) and 
for heat transport (Kurzweg and Zhao, 1984) in pipes under 
high-frequency conditions. The heat flow predicted by equa
tion (7) can become appreciable. For example, for a plate of 
width w = 1 m oscillating at w = 8ir r/s in water for which 
pc = 4.18xl06 J/m3K, Pr = 7, and v=10-6 m2/s yields 67.2 
kW along one side of the plate when AQ = l m and 
7=100°C/m. This figure becomes particularly interesting 
when it is realized that in a practical regenerator (Walker, 
1982) many such plates would be stacked on top of each other 
with just enough space left between them to accommodate the 
relatively thin fluid layers within which the flux transport oc
curs. With counter-oscillating plates, this could lead to very 
high heat flux densities but would also require considerable ex
ternal energy input to oscillate the plates because of the large 
viscous shear forces existing under such conditions. 

As a final calculation, we have examined the fraction F of 
the time-averaged flux 4> passing through thickness ij of fluid 
near the plate. Using equation (6), it readily follows that this 
fraction is given by 

g-br, 

F(ij) =1 [a cos ar} + b sin ar\\ (8) 
a 

where a = 1 - VPr and b = 1 + VPr. Defining the flux bound
ary layer as the thickness within which 99 percent of the flux is 
transported, one finds the Prandtl number dependence shown 
in Table 1. We see there that the flux boundary layer thickness 
ranges from 2.2878 for very small Pr fluids to a maximum 
thickness of 3.7545 near Pr = 0.36 to values that go to zero as 
Pr approaches infinity. These thicknesses are all quite small. 
For the above-discussed case involving water, the flux 
boundary layer thickness would be 0.282 mm. 

Discussion and Concluding Remarks 
It has been shown that the oscillation of a flat plate im

mersed in a viscous fluid and subjected to a longitudinal 
temperature gradient can lead to the establishment of a large 
heat flux within a relatively narrow region along the plate in 
the direction from hot to cold. The mechanism responsible for 
this transport is the interaction of a transverse conduction flux 
with periodic longitudinal convection. The process works only 
as long as there exists an ij dependent phase difference between 
the fluid velocity and temperature field. As seen from equa
tion (7), the transport would not occur if the fluid were either 
an ideal conductor (Pr = 0) or an insulator (Pr = oo). Also it is 
clear that liquids will allow considerably higher heat flux than 
gases at the same oscillation amplitude and frequency due to 
the much higher heat capacity of the former. Some modifica
tion of the present results can be expected if one deals with 
several counteroscillating plates when these are spaced closer 

than several Stokes boundary layer thicknesses. Also plates of 
finite thickness with heat storage capability should receive 
future consideration. Such plates would modify the simple 
boundary conditions used in the present analysis and could be 
expected to modify the present results especially when dealing 
with low Prandtl number fluids such as liquid metals. 
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Transient Forced Convection in Fluids With Vanishing 
Prandtl Number 

R. W. Lycans1 and B. T. F. Chung2 

Introduction 
The analytical solution of transient heat transfer from in

compressible laminar boundary layer flows over a curved sur
face when the Prandtl number is zero was attempted by 
Soliman and Chambre (1969) using Fourier transforms and 
the method of characteristics. The same problem was ad
dressed by Biasi (1971) using the von Karman-Pohlhausen in
tegral method. A conceptual error in both papers was first 
detected by Sucec (1978) and was found to cause significant er
ror in the formulation of the response function for wall heat 
flux and wall temperature, as well as the temperature distribu
tion in the fluid. In correcting the earlier works, Sucec unfor
tunately, due to a slight oversight, obtained an erroneous solu
tion for the time-varying wall heat flux. Because the papers 
considered by those investigators represent a class of impor
tant transient forced convective heat transfer problems involv
ing liquid metals, it is believed that the problem warrants fur
ther investigation and rectification. 

In this work the problem attempted by Soliman and Cham-
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Table 1 Flux boundary layer thickness as a function of 
Prandtl number; the thickness n containing 99 percent of the 
heat flux is given in multiples of the Stokes layer 
Pr 
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oscillation frequency and is a function of fluid Prandtl 
number. The Prandtl number function within the square 
bracket of this last expression has a maximum value of 0.277 
at Pr = 0.432. The square root frequency dependence has also 
been found for contaminant dispersion (Watson, 1983) and 
for heat transport (Kurzweg and Zhao, 1984) in pipes under 
high-frequency conditions. The heat flow predicted by equa
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width w = 1 m oscillating at w = 8ir r/s in water for which 
pc = 4.18xl06 J/m3K, Pr = 7, and v=10-6 m2/s yields 67.2 
kW along one side of the plate when AQ = l m and 
7=100°C/m. This figure becomes particularly interesting 
when it is realized that in a practical regenerator (Walker, 
1982) many such plates would be stacked on top of each other 
with just enough space left between them to accommodate the 
relatively thin fluid layers within which the flux transport oc
curs. With counter-oscillating plates, this could lead to very 
high heat flux densities but would also require considerable ex
ternal energy input to oscillate the plates because of the large 
viscous shear forces existing under such conditions. 

As a final calculation, we have examined the fraction F of 
the time-averaged flux 4> passing through thickness ij of fluid 
near the plate. Using equation (6), it readily follows that this 
fraction is given by 

g-br, 

F(ij) =1 [a cos ar} + b sin ar\\ (8) 
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where a = 1 - VPr and b = 1 + VPr. Defining the flux bound
ary layer as the thickness within which 99 percent of the flux is 
transported, one finds the Prandtl number dependence shown 
in Table 1. We see there that the flux boundary layer thickness 
ranges from 2.2878 for very small Pr fluids to a maximum 
thickness of 3.7545 near Pr = 0.36 to values that go to zero as 
Pr approaches infinity. These thicknesses are all quite small. 
For the above-discussed case involving water, the flux 
boundary layer thickness would be 0.282 mm. 

Discussion and Concluding Remarks 
It has been shown that the oscillation of a flat plate im

mersed in a viscous fluid and subjected to a longitudinal 
temperature gradient can lead to the establishment of a large 
heat flux within a relatively narrow region along the plate in 
the direction from hot to cold. The mechanism responsible for 
this transport is the interaction of a transverse conduction flux 
with periodic longitudinal convection. The process works only 
as long as there exists an ij dependent phase difference between 
the fluid velocity and temperature field. As seen from equa
tion (7), the transport would not occur if the fluid were either 
an ideal conductor (Pr = 0) or an insulator (Pr = oo). Also it is 
clear that liquids will allow considerably higher heat flux than 
gases at the same oscillation amplitude and frequency due to 
the much higher heat capacity of the former. Some modifica
tion of the present results can be expected if one deals with 
several counteroscillating plates when these are spaced closer 

than several Stokes boundary layer thicknesses. Also plates of 
finite thickness with heat storage capability should receive 
future consideration. Such plates would modify the simple 
boundary conditions used in the present analysis and could be 
expected to modify the present results especially when dealing 
with low Prandtl number fluids such as liquid metals. 
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The analytical solution of transient heat transfer from in

compressible laminar boundary layer flows over a curved sur
face when the Prandtl number is zero was attempted by 
Soliman and Chambre (1969) using Fourier transforms and 
the method of characteristics. The same problem was ad
dressed by Biasi (1971) using the von Karman-Pohlhausen in
tegral method. A conceptual error in both papers was first 
detected by Sucec (1978) and was found to cause significant er
ror in the formulation of the response function for wall heat 
flux and wall temperature, as well as the temperature distribu
tion in the fluid. In correcting the earlier works, Sucec unfor
tunately, due to a slight oversight, obtained an erroneous solu
tion for the time-varying wall heat flux. Because the papers 
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bre, Biasi, and Sucec is re-examined and resolved; the correct 
solutions for the temperature distribution in the fluid and 
transient responses for wall heat flux and wall temperature are 
presented for laminar wedge flow. The solution is further ex
tended to include a power law variation in wall temperature or 
heat flux. For comparison purposes, a direct numerical 
scheme using a finite difference marching technique is 
employed to attack the same problem. It is found that the 
agreement between the numerical solution and the present 
analytical solution is excellent, even for near stagnation and 
impending separation flows. 

Analysis 
Consideration is given to the transient forced convection of 

a plane laminar incompressible boundary layer flow. Consis
tent with the usual boundary layer approximations, we neglect 
viscous dissipation and conduction in the axial direction; the 
fluid properties are assumed to be constant, and the velocity 
field is taken to be steady. With the assumption of zero 
Prandtl number, the hydrodynamic boundary layer thickness 
approaches zero, and the flow throughout the thermal 
boundary layer is potential. Using the same notations as 
Soliman and Chambre (1969), we repeat their dimensionless 
governing equation as 

dT dT 3T d2T 
+ up (x)-^r + vp W - g i r = - ^ 5 - > ' > 0 > x>0> f>0 

(1) 

dt dx 

with r(0, x, f) = T(t, 0, f) = T(t, x, oo) = 0, T(t, x, 0) = / (x ) or 
- dTq/d{ (t, x, 0) = g(x), where Tq = Tt WPe/(<70L). The 
functions / ( x ) and g (x) describe either a variation in the wall 
temperature, or a variation in the wall heat flux. 

Analytical Solution - Prescribed Wall Temperature. To 
begin the solution procedure, we employ the von Mises 
transformation and the Fourier sine transform to equation (1). 
The resulting equation is then solved using the method of 
characteristics. After transforming back to the (t, x, y) do
main, we obtain temperature distributions for both small time 
and large time or steady-state solution. Details were presented 
in an earlier paper by these authors (1986). The wall heat flux 
can be easily obtained by differentiating temperature with 
respect to y, then letting y approach zero. 

For the case of power law free-stream velocity variation, 
up (x)=xm, and a step change in the surface temperature, we 
obtained the ratio of the time-dependent wall heat flux, qhw to 
the steady-state value, <71?1Vira of the form 

ffl w 1 1 

9 i , 

H1, w.ss 
= i, 

T < -
\-m 

l-m 

where 

and 

_ T n - m M O n + l l A l - m ) r = [ l - T ( l - m ) ] 

T = tup(x)/x=tx'"-1 

The steady state wall heat flux is given by 
kT / x \ 

0i.w.» = - ^ V P e ( l T 7 n ) A r (-±) 
(m-l) /2 

(2) 

(3) 

(4) 

(5) 

(6) 

For computation purposes, we take the reference length L as a 
typical distance in the x, or dimensional direction. The 
reference velocity U corresponds to the velocity at x, =L. 

Soliman and Chambre (1969) mistakenly developed the 
following expression for the wall heat flux ratio: 

Ql.v, 1 

Qx.w* (i -11 - Mi - /K)] 1 / ( 1~"° r + i ) 1 / 2 ' 

1 
r<- \-m 

(7) 

The "corrected" result claimed by Sucec (1978) for the wall 
heat flux ratio was 

tfl.w 

il,W,SS 

1 

{'-[' 
T ( l - / M ) 1 (m+D/(l-m) -j 1/2 

T < " 
1 

(l+m) 

-] (m+l)/(l-m) -> : l-m 

(8) 

Unfortunately this result is only valid for the case of flow over 
a flat plate. However, his predicted wall temperature for the 
uniform wall heat flux boundary condition was correct. 

We have further extended the solution to a power law varia
tion in the wall temperature. The boundary temperature in this 
case becomes/(x) =x". The solution is written in terms of the 
incomplete Beta function Bx(a, b), which is defined by 
Abramowitz and Stegun (1964) 

Bx(a,b)=\ ta-l{\-t)b-xdt (9) 

The wall heat flux ratio is given by 

qUw , i T({2n + m+\)/(2m + 2)) 

Q 

jUw rqin + m+mim + l)) f 
,iMVB \ W ( w + i ) r ( « / ( w + i ) ) I 

(n/(m+l))Br(n/(m+l), 1/2)], 
1 

l — m 
(10) 

1, T > -
1 

The steady-state wall heat flux is 
Twkn\fPeT(n/(m +1)) /x , \ w+m-m 

(11) 

Ql,w,s LVl + mr((2« + m + l)/(2m + 2)) © 
(12) 

Analytical Solution - Prescribed Wall Heat Flux. The 
analysis for the prescribed wall heat flux is very similar to that 
of prescribed wall temperature. The primary difference is the 
use of the Fourier cosine transform rather than the Fourier 
sine transform to operate on equation (1). 

The boundary condition for a power law variation in the 
wall heat flux is g(x) =x". Assuming a power law free-stream 
velocity variation, up=xm, the resulting wall temperature 
ratio becomes 

I 

Br((n + l)/(m + 1), l/2)r((2« + m + 3)/(2m + 2)) 

Vrr((«+l)/(m+l)) ' 

T < -
1 

1 -m 

= 1 , T> -
1 

T iiW>OT 1 m 

The steady-state wall temperature is 

q0LT((n + l)/(m + l)) 

k-4Vt(m + l)Y((2n + m + 3)/(2w + 2)) + 2))\L/ 

(13) 

(14) 

(2«-m+l)/2 

(15) 

When n = 0, the above expressions reduce to the corrected 
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Fig. 2 Wall heat flux response to a power law variation in wall 
temperature. f(x) = x for wedge flows 

solution for the case of uniform wall heat flux derived directly 
by Sucec (1978). 

Numerical Solution. A finite difference solution is 
developed for comparison with the closed-form solution de
rived in this paper. Both cases of prescribed wall temperature 
and prescribed wall heat flux boundary condition are con
sidered. The transient energy equation is rewritten in finite dif
ference form with a fully implicit representation. The resulting 
system equations for temperature distribution are in terms of a 
tridiagonal matrix, which is then solved using Gaussian 
elimination method. Details of numerical scheme can be 
found in an earlier work of the present authors (1986). 

Results and Discussion 
A large variation in the wedge angle was considered in this 

analysis. Results were determined for values of m ranging 
from 0.99 to -0 .09 . Thus, the results of the present analysis 
are demonstrated for flows varying from near stagnation to 
impending separation. 

Figure 1 shows the wall heat flux ratio plotted against the 
dimensionless time variable T for the constant wall 
temperature boundary condition and several values of the ex
ponent m. This figure shows our analytical solution, the 
results of Soliman and Chambre (1969), the results of Sucec 
(1978), and our finite difference solution. The agreement be
tween the current analytical and finite difference solutions is 
excellent, even for impending separation flows (m= -0.09) 
and near stagnation flows (rn = 0.99). The curve of m = 0 for 
both the Soliman-Chambre and the Sucec solutions overlay 
our result. 

Figure 2 shows the wall heat flux ratio versus T for n = 1.0 
and different values of m. Included in this figure are present 
analytical and finite difference solutions. The curves shown in 
Fig. 2 indicate a smooth change from the transient solution to 
steady state for all values of the exponent m. The power law 
wall temperature variation boundary condition appears to 
overpower the abrupt transition observed in the constant wall 
temperature case for small values of m. 

While the present analysis was developed for the case of 
zero Prandtl number fluids, the results presented by Morgan 
et al. (1958) suggest that an analysis of this type should give 
good results for cases where the Prandtl number is slightly 
larger than zero (liquid metals). 

The numerical marching solution results, which were 
generated using mesh increments of Ax= 0.005, Ay = 0.01, and 
At = 0.001, required several hours of CPU time on a UNIVAC 
1100/82 processor for each wedge angle investigated. This is in 
stark contrast to the analytical solution, which required only 
3 s of CPU time for each wedge angle investigated using the 
same computer. 

Figure 3 illustrates the variation in the wall temperature 
ratio with the power law boundary condition exponent n for a 
single value of the velocity exponent m (w = 0.25). These 
curves illustrate the current analytical solution of equations 
(13) and (14). 
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Free Convection on a Horizontal Plate With Blowing 
and Suction 

Hsiao-Tsung Lin1 and Wen-Shing Yu1 

Introduction 
The effects of blowing and suction on forced convection 

(Koh and Hartnett, 1961) and those on free convection over a 
vertical plate (Vedhanayagam et al., 1980) have been studied 
extensively. On the other hand, the problem of free convection 
above a horizontal plate with blowing or suction has received 
substantially less attention. Gill et al. (1965) presented a local 
similarity solution for an isothermal horizontal plate with 
finite transverse velocity. Clarke and Riley (1975), allowing 
for variable density, obtained a similarity solution for the 
special case of a plate with constant temperature and a par
ticular distribution of blowing rate. The data available are 
quite restrictive. There is still a shortage of accurate data for a 
wide range of both suction and blowing rate. 

In this analysis of free convection over a semi-infinite 
horizontal plate, both the wall temperature and transpiration 
rate are assumed to be power-law variations. Finite-difference 
solutions and local similarity and nonsimilarity solutions are 
obtained over a wide range of transpiration rate from very 
strong suction to very strong blowing. Special considerations 
are given to the most practical cases of an isothermal plate 
under the condition of uniform blowing or suction. 

Analysis 
Consider the buoyancy-induced laminar boundary-layer 

flow over a semi-infinite horizontal porous plate in a uniform 
ambient fluid at constant temperature T„. The buoyancy 
results from a hot plate facing upward or, equivalently, from a 
cold plate facing downward. It is assumed that the porous 
plate is subjected to blowing or suction in the fashion of a 
power-law variation with distance x along the plate from the 
leading edge, i.e., vw(x)=Mxm, where M i s a constant of 
uniform transpiration rate. The constant M is positive for the 
case of blowing, and negative for suction. For an impermeable 
surface, M = 0 . The special case of m = 0 represents uniform 
blowing or suction. For the steady incompressible laminar free 
convection flow over a horizontal plate, the boundary-layer 
equations, with Boussinesq approximation, are 

du dv 

dx dy (1) 
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du 
u 

dx 

0-

+ 1 

u 

du 

l 

p 

dT 

dx 

dp 

dy 

+ v-
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P 

dp 

dx+V-

- + g$(T-T 

dT 

~dy~' 
d2T 

d2u 

dy2 

-) 

(2) 

(3) 

(4) 

where u and v are, respectively, the horizontal and vertical 
velocity components; p is the dynamic pressure, g the gravita
tional acceleration, /3 the coefficient of thermal expansion, v 
the kinematic viscosity, and a the thermal diffusivity. The 
boundary conditions are given by 

H = 0 , 

« = 0, 

v = vw(x) =Mx" 

p = 0t T=Ta 

T=Tw(x) at y = 0 

as y— oo 

(5) 

(6) 

The wall temperature T„ varies with x as T„ — TC!>=Nx", 
where the constant N bears a positive or negative sign de
pending on the condition of heating or cooling, respectively. 
The exponent n is restricted by - l / 2<«<2(Gi l l e t al., 1965). 
For the special case of an isothermal plate, we have « = 0. 

Equations (l)-(5) can be transformed into the following set 
of nonsimilar equations: 

/ ' " + aff" - (In + I ) / " / ' - (n - 2)r,co' - (4n + 2)o> 

= bWF'-f'F+G) (7) 

5w ' -0 = O (8) 

P r - ' 0 " +afd' -5nf'd = bk(f'<t>-6'F) (9) 

m,0)=-m+bF)/a (10a) 

/ ' ( * ,0 ) = 0 (10ft) 

0(£,O)=1 (10c) 

/ ' « , « ) = «(?, » ) = «(«. °°) = 0 (Hf lAc) 

where a = n + 3, b = 5m-n + 2 and F=df/d£, G = oWd£, 
$ = d0/d£. 

In this transformation, we have utilized the new coordinates 

Z=(v„x/p)\, y=(y/x)\ (12) 

and the dimensionless quantities of stream function, dynamic 
pressure, and temperature as 

f=(*/5v)/\, oi=(px2/25pv2)/X\ 

and 

e=(T-Ta)/(Tw-T„) (13) 

respectively, where X = (Gr/5)1/5 and Gr = gl3(Tw-Ta,)x
,/p2. 

The stream function ^(x, y) satisfies the continuity equation 
(1), and 

« = a*/ay = (5i>„/$2)/-'G,i,) 04a) 
v= - d * / d x = - (vw/H)[(n + 3)f+ (n-2)nf'+bW/^] (146) 

The nonsimilar equations (7)-(l 1) were solved by an implicit 
finite-difference scheme known as the box method (Ccbeci 
and Bradshaw, 1984). In the computations, a variable grid of 
•q, (A7)) ,=Y'(AI}) 0 , was used to maintain the accuracy. 
However, a uniform spacing of A£ = 0.1 is sufficient to give 
results of satisfactory accuracy. The length of the first At) step, 
(AJJ)0> was chosen as 0.005, and the ratio of two successive 
steps 7 as 1.05. In order to check the accuracy, the calculations 
were repeated with various values of (Ar/)0, 7, and A£. 

Nonsimilar equations were also solved by the local similari
ty and local nonsimilarity methods for the purpose of com
parison. The sets of equations for the local similarity and local 
nonsimilarity models were solved by the Runge-Kutta-Gill in-
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Free Convection on a Horizontal Plate With Blowing 
and Suction 

Hsiao-Tsung Lin1 and Wen-Shing Yu1 

Introduction 
The effects of blowing and suction on forced convection 

(Koh and Hartnett, 1961) and those on free convection over a 
vertical plate (Vedhanayagam et al., 1980) have been studied 
extensively. On the other hand, the problem of free convection 
above a horizontal plate with blowing or suction has received 
substantially less attention. Gill et al. (1965) presented a local 
similarity solution for an isothermal horizontal plate with 
finite transverse velocity. Clarke and Riley (1975), allowing 
for variable density, obtained a similarity solution for the 
special case of a plate with constant temperature and a par
ticular distribution of blowing rate. The data available are 
quite restrictive. There is still a shortage of accurate data for a 
wide range of both suction and blowing rate. 

In this analysis of free convection over a semi-infinite 
horizontal plate, both the wall temperature and transpiration 
rate are assumed to be power-law variations. Finite-difference 
solutions and local similarity and nonsimilarity solutions are 
obtained over a wide range of transpiration rate from very 
strong suction to very strong blowing. Special considerations 
are given to the most practical cases of an isothermal plate 
under the condition of uniform blowing or suction. 

Analysis 
Consider the buoyancy-induced laminar boundary-layer 

flow over a semi-infinite horizontal porous plate in a uniform 
ambient fluid at constant temperature T„. The buoyancy 
results from a hot plate facing upward or, equivalently, from a 
cold plate facing downward. It is assumed that the porous 
plate is subjected to blowing or suction in the fashion of a 
power-law variation with distance x along the plate from the 
leading edge, i.e., vw(x)=Mxm, where M i s a constant of 
uniform transpiration rate. The constant M is positive for the 
case of blowing, and negative for suction. For an impermeable 
surface, M = 0 . The special case of m = 0 represents uniform 
blowing or suction. For the steady incompressible laminar free 
convection flow over a horizontal plate, the boundary-layer 
equations, with Boussinesq approximation, are 

du dv 

dx dy (1) 
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where u and v are, respectively, the horizontal and vertical 
velocity components; p is the dynamic pressure, g the gravita
tional acceleration, /3 the coefficient of thermal expansion, v 
the kinematic viscosity, and a the thermal diffusivity. The 
boundary conditions are given by 

H = 0 , 

« = 0, 

v = vw(x) =Mx" 

p = 0t T=Ta 

T=Tw(x) at y = 0 

as y— oo 

(5) 

(6) 

The wall temperature T„ varies with x as T„ — TC!>=Nx", 
where the constant N bears a positive or negative sign de
pending on the condition of heating or cooling, respectively. 
The exponent n is restricted by - l / 2<«<2(Gi l l e t al., 1965). 
For the special case of an isothermal plate, we have « = 0. 

Equations (l)-(5) can be transformed into the following set 
of nonsimilar equations: 

/ ' " + aff" - (In + I ) / " / ' - (n - 2)r,co' - (4n + 2)o> 

= bWF'-f'F+G) (7) 

5w ' -0 = O (8) 

P r - ' 0 " +afd' -5nf'd = bk(f'<t>-6'F) (9) 

m,0)=-m+bF)/a (10a) 

/ ' ( * ,0 ) = 0 (10ft) 

0(£,O)=1 (10c) 

/ ' « , « ) = «(?, » ) = «(«. °°) = 0 (Hf lAc) 

where a = n + 3, b = 5m-n + 2 and F=df/d£, G = oWd£, 
$ = d0/d£. 

In this transformation, we have utilized the new coordinates 

Z=(v„x/p)\, y=(y/x)\ (12) 

and the dimensionless quantities of stream function, dynamic 
pressure, and temperature as 

f=(*/5v)/\, oi=(px2/25pv2)/X\ 

and 

e=(T-Ta)/(Tw-T„) (13) 

respectively, where X = (Gr/5)1/5 and Gr = gl3(Tw-Ta,)x
,/p2. 

The stream function ^(x, y) satisfies the continuity equation 
(1), and 

« = a*/ay = (5i>„/$2)/-'G,i,) 04a) 
v= - d * / d x = - (vw/H)[(n + 3)f+ (n-2)nf'+bW/^] (146) 

The nonsimilar equations (7)-(l 1) were solved by an implicit 
finite-difference scheme known as the box method (Ccbeci 
and Bradshaw, 1984). In the computations, a variable grid of 
•q, (A7)) ,=Y'(AI}) 0 , was used to maintain the accuracy. 
However, a uniform spacing of A£ = 0.1 is sufficient to give 
results of satisfactory accuracy. The length of the first At) step, 
(AJJ)0> was chosen as 0.005, and the ratio of two successive 
steps 7 as 1.05. In order to check the accuracy, the calculations 
were repeated with various values of (Ar/)0, 7, and A£. 

Nonsimilar equations were also solved by the local similari
ty and local nonsimilarity methods for the purpose of com
parison. The sets of equations for the local similarity and local 
nonsimilarity models were solved by the Runge-Kutta-Gill in-
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Fig. 1 Results of 0'(f, 0), /"({, 0), and w<i, 0) for an isothermal plate with 
uniform blowing and suction, Pr = 0.72 

Fig. 2 Results of #'(£, 0), f "(£, 0), and u<£> 0 ) , o r 3" isothermal plate with 
uniform blowing and suction, Pr = 7 

tegration program in conjunction with the Newton-Raphson 
shooting method. 

Asymptotic Solutions for Very Strong Suction 
In the condition of very strong suction, the horizontal 

velocity component of the convective flow is small and negligi
ble when compared with the vertical velocity component. In 
this case, / ' (£ ,TJ) = Oand/(£,??) = - £ / ( a + b). Consequent
ly, the energy equation can be decoupled from the momentum 
equations and reduced to 

0 " - P r £ 0 ' = O (15) 

with the boundary conditions (10c) and (lie). Equation (15) 
admits the analytical solution 

0(fcij) = exp(Pr{ij) (16) 

Therefore, the asymptotic heat transfer rate is obtained as 

N u / \ = - 0 ' ( £ , O ) = - P r £ (17) 

Analytical Solution for the Case of m = n = - 1 / 2 

For the specific distribution of m = n = - 1/2, it is obvious 
that b = 0 and £ is independent of x. Consequently, the energy 
equation becomes 

20"+5Pr( /0) '=O (18) 

By integrating equation (18) from 17 = 0 to oo and utilizing the 
boundary conditions 

we obtain 

0'(£,O) = Pr£ (20) 

Results and Discussion 
The primary physical quantity of interest is the heat transfer 

rate in terms of the local Nusselt number as Nu/X = - 0' (£, 0). 
In addition, the friction coefficient, Cf = T„/[5p(v/x)2X3] 
=/"(£> 0), and the dimensionless dynamic pressure at the 
wall, «(£, 0), are also of theoretical interest. Numerical results 
of 0'(£, 0) , /"(£, 0), and o>(£, 0) for the most practical case of 
an isothermal plate (n = 0) under uniform transpiration (m = 0) 
are presented in Figs. 1 and 2 for Pr = 0.72 and 7, respectively. 
For the special case of £ = 0, our solutions are identical with 
the results of conventional free convection over a horizontal 
plate. In addition, the data of Gill et al. (1965) for an isother
mal plate with finite transverse velocity are shown in close 
agreement with the dashed curves of Fig. 1, which represent 
the local similarity solutions. 

The accuracy of the numerical results can be verified by 
comparing the solutions from different numerical methods. It 
was found (Yu, 1986) that the local nonsimilarity and finite-
difference solutions are in excellent agreement for small and 
moderate transpiration rate. However, the convergence and 
accuracy of the local nonsimilarity solutions are better than 
those of the finite-difference solutions for a large suction rate. 
On the other hand, for a large blowing rate, the finite-
difference solutions are convergent and accurate, while the 
local similarity and nonsimilarity solutions are divergent. 
Therefore, in the preparation of Figs. 1-4, the finite-
difference solutions are presented for the cases of blowing, 
while the local nonsimilarity solutions are provided for 
suction. 

As expected, the local similarity solutions are accurate in the 
immediate neighborhood of £ =0 . It can be seen from Fig. 1 
that the local similarity solutions are in agreement with the 
local nonsimilarity solutions (and finite-difference solutions as 
well) for small values of £. In addition, excellent agreement 
between the two sets of solutions is found in the regime of 
large negative £. These solutions also coincide with the asymp
totic solution at £ < - 4 for Pr = 0.72 and £ < - 0.8 for Pr = 7. 
Therefore, any £ in these regimes can be regarded as large 
negative £, which corresponds to the case of very strong 
suction. 

An inspection of Figs. 1 and 2 reveals that suction increases 
the heat transfer rate greatly, while blowing decreases it slight
ly. It is evident that the effect of suction is to suck away the 
warm fluid on the plate and thus decrease the thermal 
boundary-layer thickness and increase the heat transfer rate. 
On the other hand, the reduction in heat transfer rate results 
physically from the resistance of a thick buffer layer formed 
by the ejected fluid. For very strong blowing, the finite-
difference solutions of 0' (£, 0) approach zero. The variations 
of thermal boundary layer with £ can be seen from Fig. 3. 

The variations of/" (£, 0) and o(£, 0) with £ are also shown 
in Figs. 1 and 2. As can be seen in these figures, the value of 
u(£, 0) decreases slightly with increasing £ from very strong 
suction to very strong blowing for both the cases of Pr = 0.72 
and 7. The variations of wall friction,/"(£, 0), with £ are more 
complicated. For Pr = 0.72, both blowing and suction reduce 
shear stress, as shown in Fig. 1. This is similar to the case of a 
vertical plate (Eichhorn, 1961). However, for Pr = 7, suction 
reduces while blowing increases the wall friction, as indicated 
in Fig. 2. The different behavior of the wall shear stress, or 
/ " (£ , 0), with £ for the two fluids can be explained by the dif
ferences between the velocity profiles, {u/vw)\2/5 = / ' (£, rj), 
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Fig. 4 Representative horizontal velocity profiles for isothermal plate 
with uniform blowing and suction: (a) Pr = 0.72; (b) Pr = 7 

for Pr = 0.72 and 7 shown in Figs. 4(a) and 4(b), respectively. 
As can be seen from these figures, the maximum velocities for 
both fluids are increased with increasing £. As blowing rate is 
increased, more warm fluid is ejected from the plate. Conse
quently, the maximum velocity is increased with increasing 
buoyancy due to the energy input. An increase in maximum 

Fig. 5 Temperature profiles for the case of m = n = -1 /2 , Pr = 0.72 

velocity will increase the wall shear stress, as shown in Fig. 
4(b) for the case of Pr = 7. However, for the case of Pr = 0.72, 
blowing also causes the position of the maximum velocity ta 
move away from the wall (as shown in Fig. 4a) and this will 
result in a decrease in the wall shear stress. The increase or 
decrease in the wall shear stress for the case of Pr = 0.72 is a 
net result from the competition of these two reverse effects. 
For the case of Pr = 7, the maximum velocities for various £ 
are nearly at the same position (at r/« 1). 

The variation of heat transfer rate with £ for the case of 
m = n=-\/2 is quite different from that for the case of 
uniform wall temperature (n = 0), especially for £ > 0. It is very 
interesting to note, from Nu/X= -0'(£, 0)= -Pr£, that the 
wall heat flux is negative for the case of blowing (£>0). 
Negative wall heat flux means that heat is transferred to the 
plate rather than from it. Physically, this occurs when the wall 
temperature and blowing rate decrease so rapidly in the flow 
direction that the fluid convected along the plate is at a higher 
temperature than the wall at the downstream position 
(Vedhanayagam et al., 1980). This is rational. Since the wall 
temperature and blowing rate vary with x~ 'A, we can imagine 
that a warm stream is ejected near the leading edge of the plate 
and releases its energy to the wall at the downstream side. To 
illustrate this, a finite-difference solution of the temperature 
profiles, 0(£, -q), for m - n - 1/2 is presented in Fig. 5. The evi
dent changes of the temperature profile with £ for £ > 0 are the 
sharp rise in the profile near the wall and the overshoot of 
fluid temperature beyond the wall temperature, especially for 
larger positive £. These particular temperature distributions 
are quite different from the typical profiles shown in Fig. 3. 
Further study of Fig. 5 reveals that, as £ increases from 
negative values to positive ones, the temperature gradient at 
the wall increases from negative to positive, as predicted by 
equation (20). This corresponds to the physical situation in 
which heat is transferred from the plate for the suction case 
but to the plate for the blowing case. 

Conclusion 
We have presented a nonsimilar transformation for the 

laminar free convection above a heated upward-facing 
horizontal porous plate with power-law variations of both 
wall temperature and transpiration rate. The nonsimilar 
boundary-layer equations are reducible to the self-similar 
equations for the case of no surface transpiration (£ = 0). In 
addition, analytical solutions can be derived for the very 
strong suction case and for the particular distribution of 
m = n=-\/2. For cases other than those mentioned, 
numerical results from the local similarity, local nonsimilarity, 
and finite-difference methods were obtained for an isothermal 
plate with uniform transpiration and for Pr = 0.72 and 7. The 
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finite-difference solution for the case of m = n= — 1/2 is also 
presented, which is identical with the derived analytical solu
tion. For this particular distribution of surface temperature 
and blowing rate, the heat transfer and temperature profiles 
are found to be quite special. 
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Low Peclet Number Heat Transfer in a Laminar Tube 
Flow Subjected to Axially Varying Wall Heat Flux 

A. J. Pearlstein1 and B. P. Dempsey2 

Nomenclature 

b(r\) = nondimensional heat flux in [0, a] 
cp = specific heat of fluid at constant 

pressure 
k = thermal conductivity of fluid 
L = length of variably heated section 

Pe = Peclet number = 2pcpV0r0/k 
q = dimensional heat flux 
r = radial coordinate 
T = temperature of fluid 

V0 = average velocity of fluid 
z = axial coordinate 
7 = nondimensional heat flux in [a, 

» ) 
rj = nondimensional axial 

variable = ?/(r0Pe) 
6 = nondimensional 

temperature = k ( T - T0)/(gmmr0) 
£ = nondimensional radial 

variable = r/r0 

p — dimensional fluid density 
o = nondimensional length of variably 

heated section = L/(r0Pe) 

Since the analysis of Schneider (1957) demonstrating the im
portance of axial conduction in the thermal entry region for 
low Peclet number flows, there have been several attempts to 
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account for both axial conduction and axially varying wall 
boundary conditions in hydrodynamicaily developed laminar 
flows. Nagasue (1981) obtained a closed-form solution by 
representing the axial flux distribution with a power series. 
Solutions were found for monomial (i.e., zk) heating, with the 
total solution obtained by superposition. This representation 
is computationally impractical for sinusoidal, exponential, 
and other practically important axial flux distributions having 
slowly convergent power series. Several investigators have 
also used purely numerical methods to solve this problem (Lee 
and Hwang, 1981; McMordie and Emergy, 1967; Pearson and 
Wolf, 1970; Verhoff and Fisher, 1973). Unfortunately, these 
methods are inefficient due to the need to recompute the 
whole solution each time the axial heat flux distribution at the 
wall is changed, as in an iterative design. 

Thus, there do not appear to be any general methods 
available for the solution of the important problem of 
hydrodynamicaily developed low Peclet number flow in a tube 
with axially varying wall heat flux. We have recently 
developed such a method (Dempsey, 1986). The purpose of 
the present work is to demonstrate its usefulness by presenting 
results for several wall heat flux distributions of interest. 

We begin with the constant property energy equation 

2pcpV0[l~(r/r0)
2} 

dT 

= k\ 

dz 

i a 
r dr ( - 3r) + 

32T 

dz2 -
(1«) 

for laminar flow of a constant-property Newtonian fluid in a 
circular tube. The viscous dissipation term has been neglected. 
We consider equation (la) with the Neumann boundary 
conditions 

"0 
dT(z, r0) . . . 

k : = -tq(z) 
dr 

(j?* 

and the upstream condition 

lim T(z, r) = T0 
Z — - c o 

-oo<z<0 

0 < z < L (\b) 

L<z<°° 

(lc) 

Equations (la-c) are nondimensionalized by <7=X/(r0Pe), 
i j=z/(r0Pe), £ = r/r0, y = q„/qmax, b(r))=q(z)/qm3X, and 
9(r), £) = k(T—T0)/(qmEXr0), where qmm is the maximum of 
\q{z) I in the interval [0, L]. After substitution, (l«-c) become 

„ „,, ae i a / de \ i d2e 
( l - S 2 ) — = — — U — ) + — ^ - r - (2a) 

(2b) 

and 

dr, $ di 

39(1?, 1) 

di 

h 

V 3£ 

r° 
b(v) 

a 

m 6(TI, f) = 

Pe2 3r;2 

- O O < T j < 0 

0<»;<ff 

<T<T;<OO 

= 0 (2c) 

The other boundary condition is that the solution becomes ful
ly developed at large r\. We assume that in [0, a], b has a finite 
number of discontinuities, say m. We let b+ (?/,•) and b~ (rjj) 
be the right and left limits of b at the y'th discontinuity and 
write 

= bl(r,)+b2(ri) 

j=i 
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finite-difference solution for the case of m = n= — 1/2 is also 
presented, which is identical with the derived analytical solu
tion. For this particular distribution of surface temperature 
and blowing rate, the heat transfer and temperature profiles 
are found to be quite special. 
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Nomenclature 

b(r\) = nondimensional heat flux in [0, a] 
cp = specific heat of fluid at constant 

pressure 
k = thermal conductivity of fluid 
L = length of variably heated section 

Pe = Peclet number = 2pcpV0r0/k 
q = dimensional heat flux 
r = radial coordinate 
T = temperature of fluid 

V0 = average velocity of fluid 
z = axial coordinate 
7 = nondimensional heat flux in [a, 
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rj = nondimensional axial 

variable = ?/(r0Pe) 
6 = nondimensional 

temperature = k ( T - T0)/(gmmr0) 
£ = nondimensional radial 

variable = r/r0 
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account for both axial conduction and axially varying wall 
boundary conditions in hydrodynamicaily developed laminar 
flows. Nagasue (1981) obtained a closed-form solution by 
representing the axial flux distribution with a power series. 
Solutions were found for monomial (i.e., zk) heating, with the 
total solution obtained by superposition. This representation 
is computationally impractical for sinusoidal, exponential, 
and other practically important axial flux distributions having 
slowly convergent power series. Several investigators have 
also used purely numerical methods to solve this problem (Lee 
and Hwang, 1981; McMordie and Emergy, 1967; Pearson and 
Wolf, 1970; Verhoff and Fisher, 1973). Unfortunately, these 
methods are inefficient due to the need to recompute the 
whole solution each time the axial heat flux distribution at the 
wall is changed, as in an iterative design. 

Thus, there do not appear to be any general methods 
available for the solution of the important problem of 
hydrodynamicaily developed low Peclet number flow in a tube 
with axially varying wall heat flux. We have recently 
developed such a method (Dempsey, 1986). The purpose of 
the present work is to demonstrate its usefulness by presenting 
results for several wall heat flux distributions of interest. 

We begin with the constant property energy equation 

2pcpV0[l~(r/r0)
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for laminar flow of a constant-property Newtonian fluid in a 
circular tube. The viscous dissipation term has been neglected. 
We consider equation (la) with the Neumann boundary 
conditions 
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and the upstream condition 
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\q{z) I in the interval [0, L]. After substitution, (l«-c) become 
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The other boundary condition is that the solution becomes ful
ly developed at large r\. We assume that in [0, a], b has a finite 
number of discontinuities, say m. We let b+ (?/,•) and b~ (rjj) 
be the right and left limits of b at the y'th discontinuity and 
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Fig. 1 Radial temperature profiles for various ij with q = 0, i/<0; 
q = q m a x s\n(irt)lo). 0 < ! ) < < T ; q = 0, a<if, Pe = 1, or = 10 

QOOI 

Fig. 2 Bulk temperature for 
q = qmax[tanh(2>)/<r- 1) + tanh 11/2, 
<rPe = 10 

various Pe with q = 0, >i<0; 
0<r!<a\ q = qmix tanh 1, a<n, 

where U is the unit step function. Thus, bx is continuous, 
piecewise differentiable, and Z>,(0) = 0. 

The solution of equations (2a-c) is effected by a combined 
analytical and numerical procedure employing a new super
position principle. [Note that when axial conduction can be 
neglected, the problem is of parabolic type and the standard 
Duhamel superposition principle can be used (Sparrow and 
Siegel, 1958). In the present case, the problem is elliptic, so 
that Duhamel's principle is inapplicable.] A brief description 
of the present method is given in the following paragraph. The 
details of the procedure are described elsewhere (Dempsey, 
1986). 

We first note that equations (2a-c) form a linear system and 
decompose 6(i), £) into three parts, each of which is defined 
on -oo<?;<oo. The first (0,) and second (62) parts are the 
dimensionless temperature fields corresponding to heating by 
the flux distributions i»t (TJ) and b2 (J?), respectively. The third 

Fig. 3 Radial temperature profiles for various ij with q = 0, ij<0; 
9 = (/max sin2(4?ri)/ff), 0<ij< f f; q = 0, a<rf, Pe = 5, a = 2 

Fig. 4 Radial temperature profiles for various IJ with q = 0, >)<0; 
q = q m a x sin2(47n;/<j), 0<ij<<7; q = 0, a<rf, Pe = 50, (7 = 0.2 

(03) part is the temperature field resulting from the uniform 
wall heat flux 7 downstream of i) = a and can be obtained by 
conventional techniques (e.g., Papoutsakis et al., 1980). The 
distributions dx{r], J) and 62(rj, J) are found by linear super
position of solutions to a problem consisting of equations 
(2a-c) subject to a dimensionless wall heat flux of unity in the 
region f]*<t]<a and insulated everywhere else, where 
0<r)*<<7. Each constituent dimensionless temperature 
distribution 0,-(ij, £) is defined piecewise on the intervals 
— OO<T)<0, 0<7/<ff, and <r<?7<oo. This is due to the fact 
that, in this elliptic problem, heating a finite length of the tube 
gives a contribution to the solution upstream (in addition to 
downstream) of the heated section. The piecewise-defined 
functions 0,-(T), £) and their 77 derivatives are made continuous 
at 77 = 0 and a by a matching procedure employing an or
thogonality relationship first introduced by Smith et al. 
(1975). 

Results have been obtained for a variety of wall heat flux 
distributions. The constant flux case has been included to 
allow comparison to results of other investigators. The axially 
varying cases were selected to show that the present method 
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Fig. 5 Bulk temperature for various Pe with q = 0, i;<0; q = q 
sin2(4jri;/ff), 0<i)<a; g = 0, a<rf, <rPe = 10 

can handle many physical situations and to show the impor
tance of axial conduction in certain problems. 

Radial temperature profiles and Nusslet numbers were com
puted for a unit step in heat flux at i) = 0 with Pe = 5 and 10, 
and aPe= 10. The results agree with those of Hsu (1971) to 
within 1 percent. Results for Pe = 5 are virtually identical to 
those of Papoutsakis et al. (1980). 

The first axially varying wall heat flux considered is 
sin(iri)/ff), chosen because of its application to nuclear reactors 
(Burchill et al., 1968). Figure 1 shows radial temperature pro
files near the end of the heated section for Pe= 1 and a= 10. 
We note the rapid approach to a flat radial temperature pro
file at the exit as r; approaches a. 

The second axially varying case is a hyperbolic tangent flux 
distribution, which is a better approximation to the wall flux 
distribution for "conjugated" heat transfer problems in
cluding wall conduction than are the discontinuous flux 
distributions used in previous analyses (see, e.g., Faghri and 
Sparrow, 1980). Figure 2 shows the bulk temperatures for 
Peclet numbers 1,5, and 20 for a hyperbolic tangent distribu
tion that slowly changes from 0 to (1 +tanh l)/2. If the fully 
developed solution is integrated to determine the fully 
developed bulk temperature, we find 0bulk =2(r; — a) 
+ 7/32 + 4/Pe2; thus, we expect to see the large difference be
tween bulk temperatures for Pe = 1 and Pe = 5 shown in Fig. 2. 
[We note here that unlike the case with no axial conduction, 
b̂uikO?) cannot be obtained by direct integration (in £ and then 

if) of equation (2a).] 
The final case considered is sin2(4Tnj/a). Figures 3 and 4 

show radial temperature profiles for Peclet numbers 5 and 50, 
indicating the importance of the axial conduction term near 
i} = cr/4. Note that the case Pe = 50 roughly corresponds to no 
axial conduction. Figure 5 shows a plot of the bulk 
temperature for the sin2(4irij/o-) distribution for Peclet 
numbers 1,5, and 10. We note that the oscillations become 
less pronounced at smaller Pe due to the effect of axial 
conduction. 
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Convective Heat Transfer in a Circular Annulus With 
Variable Heat Generation 

M. A. Ebadian,1 H. C. Topakoglu,2 and O. A. Arnas3 

Introduction 
Earlier studies by Arnas et al. (1979, 1985a), Arnas and 

Ebadian (1985b), and Ebadian et al. (1984, 1985) have shown 
that the nonuniform heat generation distribution considerably 
modifies convective heat transfer properties of fluid flows. 
The results presented here are for convective heat transfer in a 
circular annulus with a variable internal heat generation in
creasing linearly along the radial direction from a value of 
zero at the inner periphery to a maximum value at the outer 
periphery. Along the length of the pipe, flow is assumed 
hydrodynamically and thermally fully developed and the inner 
and outer surfaces are maintained under uniform but different 
heat flux conditions. 

To improve the safety and to minimize the possibility of an 
accidental meltdown, future core clusters may be designed in 
an annular form. This configuration allows the inlet water to 
enter the reactor vessel in a downward direction along both in
side and outside surfaces and leave the reactor in a vertically 
upward direction through the annular-shaped core. In such 
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can handle many physical situations and to show the impor
tance of axial conduction in certain problems. 

Radial temperature profiles and Nusslet numbers were com
puted for a unit step in heat flux at i) = 0 with Pe = 5 and 10, 
and aPe= 10. The results agree with those of Hsu (1971) to 
within 1 percent. Results for Pe = 5 are virtually identical to 
those of Papoutsakis et al. (1980). 

The first axially varying wall heat flux considered is 
sin(iri)/ff), chosen because of its application to nuclear reactors 
(Burchill et al., 1968). Figure 1 shows radial temperature pro
files near the end of the heated section for Pe= 1 and a= 10. 
We note the rapid approach to a flat radial temperature pro
file at the exit as r; approaches a. 

The second axially varying case is a hyperbolic tangent flux 
distribution, which is a better approximation to the wall flux 
distribution for "conjugated" heat transfer problems in
cluding wall conduction than are the discontinuous flux 
distributions used in previous analyses (see, e.g., Faghri and 
Sparrow, 1980). Figure 2 shows the bulk temperatures for 
Peclet numbers 1,5, and 20 for a hyperbolic tangent distribu
tion that slowly changes from 0 to (1 +tanh l)/2. If the fully 
developed solution is integrated to determine the fully 
developed bulk temperature, we find 0bulk =2(r; — a) 
+ 7/32 + 4/Pe2; thus, we expect to see the large difference be
tween bulk temperatures for Pe = 1 and Pe = 5 shown in Fig. 2. 
[We note here that unlike the case with no axial conduction, 
b̂uikO?) cannot be obtained by direct integration (in £ and then 

if) of equation (2a).] 
The final case considered is sin2(4Tnj/a). Figures 3 and 4 

show radial temperature profiles for Peclet numbers 5 and 50, 
indicating the importance of the axial conduction term near 
i} = cr/4. Note that the case Pe = 50 roughly corresponds to no 
axial conduction. Figure 5 shows a plot of the bulk 
temperature for the sin2(4irij/o-) distribution for Peclet 
numbers 1,5, and 10. We note that the oscillations become 
less pronounced at smaller Pe due to the effect of axial 
conduction. 
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Convective Heat Transfer in a Circular Annulus With 
Variable Heat Generation 

M. A. Ebadian,1 H. C. Topakoglu,2 and O. A. Arnas3 

Introduction 
Earlier studies by Arnas et al. (1979, 1985a), Arnas and 

Ebadian (1985b), and Ebadian et al. (1984, 1985) have shown 
that the nonuniform heat generation distribution considerably 
modifies convective heat transfer properties of fluid flows. 
The results presented here are for convective heat transfer in a 
circular annulus with a variable internal heat generation in
creasing linearly along the radial direction from a value of 
zero at the inner periphery to a maximum value at the outer 
periphery. Along the length of the pipe, flow is assumed 
hydrodynamically and thermally fully developed and the inner 
and outer surfaces are maintained under uniform but different 
heat flux conditions. 

To improve the safety and to minimize the possibility of an 
accidental meltdown, future core clusters may be designed in 
an annular form. This configuration allows the inlet water to 
enter the reactor vessel in a downward direction along both in
side and outside surfaces and leave the reactor in a vertically 
upward direction through the annular-shaped core. In such 
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designs and in the inner entrance flow region, the internal heat 
generation induced by the attenuation of gamma rays gains 
importance. 

Temperature Distribution and Heat Fluxes Through the Walls 
Including an arbitrary heat generation and neglecting 

viscous dissipation, the energy equation to be satisfied for the 
temperature distribution in a flow between two concentric 
boundaries is (Topakoglu and Arnas, 1974) 

V grad T=a(V2T+H/k) (1) 

where V is the velocity vector, a is the thermal diffusivity, His 
the heat generation, and k is the thermal conductivity. The 
dimensionless excess temperature e satisfies 

d2e/dt2 = r2{Gwa-h) (2) 

where / = In r with r as the dimensionless radial coordinate, 
G = c Pe with c as the uniform temperature gradient and Pe 
the Peclet number, vv0 the velocity, and h the dimensionless 
heat generation. Expressing the dimensionless velocity in an 
annular pipe of outer periphery of radius L and inner 
periphery radius o>L as w = Re vv0, where Re is a reference 
Reynolds number defined by Arnas and Ebadian (1985b), the 
solution from Topakoglu and Arnas (1974) is 

w0 = 1 - r2 + ix In r (3) 

where /i = — (1 — u2)/ln o>. Due to the linear form of equa
tion (2), the excess temperature can be separated into three 
parts as 

e = eing + Ge0 + eh (4) 

where ejn is the dimensionless excess temperature on the inner 
wall and the functions g(r), e0{r) and eh(r) are subject to 
boundary conditions 

g = 0, eo = 0, eh=0 a t r = 0 

g = 1, eB = 0, eh = 0 at t = In w 

The functions involved in the first two terms of equation (4) 
are independent of heat generation distribution. The equation 
to be satisfied by the part of e that is dependent on heat 
generation is 

d/dr(rdeh/dr) = ~rh (5) 

The solution for eh under the boundary conditions stated 
above is 

eh=K^+K2\nr~\\(\/r)\rhdr\dr (6) 

since h is linear and where K} and K2 must be determined from 
the conditions eh = 0 for r =1 and r = o>. Letting eh =h0 eho, 
where h0 is the maximum dimensionless value of the variable 
heat generation density at the outer periphery, the solutions 
for g(r), e0(r) and eho (r) are obtained as 

g 

e0 

ea\ 

e 0 2 

e03 

e<M 

e05 

eho 

= In r/ln w 

= eoi+eo2 + eo3+eo4 + e05 

= - ( l - / - 2 + /*lnr) /4 

= 0<4> 

= lir2 In r(l - u2/r2)/A 

= [ l - r 4 + ^(l+co2)ln/-]/16 

= /x( l - r 2 + /xln/-)/4 

= [a-b In r-r2(4r-9co)/(l --o>)]/36 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

This term vanishes for circular peripheries. However, it is included here in 
order to maintain the same notations used in Topakoglu and Arnas (1974). 

where 

tf = (4-9co) / ( l -a) )and6 = (4 -5u-5a> 2 ) / lnu (15) 

It is useful to define an alternate dimensionless inner wall 
temperature /3 = ein/G and a dimensionless heat generation 
number y = h0/G = (H0L)/(Ck Pe). It must be noted that 
the parameter /3 is a factor that controls the ratio of the heat 
fluxes from the inner, Uh and outer periphery, U0 (Topakoglu 
and Arnas, 1974). Two special values of /3 are physically 
significant: 

(0 The case of insulated outer wall (U0 = 0) for which 

/3 = / 3 / = - [ ^ ( l ) + 7e»0(l)]ln« (16) 

(//) The case of insulated inner wall (£/,• = 0) for which 

| 8 = | 3 0 = - t e ( W ) + # > ; „ ( « ) ] « In « (17) 

The difference of these two special (3 values is 

0 o - 0 ; = [ / o o - 7 a - « ) ( 2 + w)/6] I n u (18) 
with /QO = (1 - u2)(l + co2 - ix)/A. Another physically 
significant parameter is the ratio of the heat gain rates from 
the outer wall to the total heat gain from both walls 

X = t / 0 / ( t / 0 + f/,.) = ((3-(3,.)/((30-(3,.) (19) 

A third physically significant special case is that of equal wall 
temperatures, T0 = Th for which /3 = 0. The value of X cor
responding to this case is 

X0 = [^(1) + 7^0(l)]/[/oo - 7 ( 1 " «)(2 + «)/6] (20) 

where 

e'0{\) = ( l - n + n2) /4-3 f l( l+co2) /16 (21) 

e!,a(l) = - 6 / 3 6 - ( 2 - 3 « ) / [ 6 ( l - « ) ] (22) 

Introducing a ratio /i = X/X0, (3 changes to give 

0 = - ( l - £ ) [ e o ( l ) + 7ei!o(l)lln« (23) 
which permits us to write the heat fluxes through the walls as 

t / 0 = 2 x L F G A [ ^ ( l ) + 7CtoO)] (24) 

C/, = 2 i rLFG{/ ( ) o-Aeoa ) -T[ ( l -« ) (2 + «)/6 + Ae^(l)]}(25) 

The cases of equidirectional heat fluxes can be identified by 
the following values of /i: 

(i) A> A„: - 1< [/,•/£/„<0 for which X> 1 (26) 

(/() A = - « 2 A 0 : U-,/U0<-\ for which X<0 (27) 

where n2 represents a positive number. 

Convective Heat Transfer Coefficients 
The mixed mean excess temperature, Em, must be 

calculated, in dimensional form, as 

Em = (T,„- T0) =P/Q\s WEdS (28) 

where Tm is the mixed mean temperature, p is the fluid densi
ty, Q is the flow rate, and S and dS are full and elemental 
cross-sectional areas, respectively. 

The convective heat transfer coefficients, h0 and hh at the 
outer and inner walls, respectively, are defined in con
ventional manner by the equations U0 = — Em P0 h„, and 
([/,= -(Ei-Ein) Pi hj.) The Nusselt numbers, at the outer 
and inner walls based on the hydraulic diameter D and the cir
cumference P of the annulus, are given by 

Nu0 = -(D/P0)(U0/kEm)and 

Nu,- = - {D/P,) ( U,/[k {Em - E,„) ]} (29) 

where D = 2(1 - o>)L, P0 = 27rZ,, P, = 2irwL. These expres
sions may be reduced to 

Journal of Heat Transfer AUGUST 1988, Vol. 110/799 

Downloaded 16 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nu0 =2/1(1 - u)Im[eM) + 7 e^( l ) ] /DENO 

Nu; = 2(1 - co)/^ {/ro - p.e'0{\) - T[(l - oi)(2 + «)/6 

+ A«^(1)]J/(«DENI) 

where 

DENO = (l -A)[Co(D + 7e*0(l)]/oi +Ja+yJ>, 

DENI = D E N O - ( l -A)[eo(l) + 7^0(l)]/ooln <o 

/01 = - 3 ( l - c o 4 ) / 1 6 - w 2 ( l - w 2 ) / 4 + /x(l-co2)/4 

-w4(lnco)/4 

J0 = [11(1 - w 8 ) / 8 - 19p(l - c o 6 ) / 6 - 27^(1 +o>2)/16 

+ 5 1M2(1 - co4)/8 - 3/x3 (1 - co2)]/48 

(30) 

(31) 

(32) 

(33) 

(34) 

(35) 

Jh=- {a(l-co2)2/4+[Z>a)2(2-u2/)/4]ln « 

+ * ( l -w 2 ) (3 -« 2 ) / 16 

- 4(1 - co5)/[5(l - w)J + 4(1 - co7)/[7(l - «)] 

+ 9w(l - w4)/[4(l - <o)] - 3w(l - co6)/[2(l - a))] 

+ /*[ - (aw2ln w)/2 - tf(l - w2)/4 - W i n w(l - In w)/2 

-6 ( l - co 2 ) / 4 + 4co5lnco/{5(l-o))j 

+ 4 ( l -co 5 ) / [25( l -a j ) ) -9co 5 lnw/{4( l -w) ) 

- 9 u ( l - w 4 ) / ! 1 6 ( l - ( o ) } ] ) / 3 6 (36) 

Discussion of Results 

The Nusselt numbers depend, besides the relative size of in
ner periphery w, on two parameters: (a) the surface heating 
condition factor £, and (b) the dimensionless heat generation 
number 7. For numerical calculations, 7 = 3.01 is used, which 
corresponds to many common applications in engineering 
(Duderstadt and Hamilton, 1976). The five special surface 
heating conditions are: 

1 Insulated inner wall 

£ = £0 = M» - (1 - « 2) /3] /&(1) + 7 ^ ( 1 ) ] 

2 Equal wall temperatures jx = 1 

3 Insulated outer wall jX = 0 

4 A selected case of equidirectional heat fluxes (case a) 

U;/U0=-\/2 X=2 £ = 2£0 

5 A selected case of equidirectional heat fluxes (case b) 
U,/U0=-2 X = - l A = - £ c 

In Fig. 1, the curves show the variation of Nusselt number 
with the dimensionless inner diameter for each surface heating 
condition and are compared with the corresponding case of no 
heat generation, 7 = 0. The Nusselt numbers on the outer 
periphery for all values of <a and for the first three special 
heating conditions are higher than those values without heat 
generation. The physical interpretation of this can be obtained 
from the inspection of equation (29) where one can see that the 
Nusselt numbers are essentially ratios between the heat fluxes 
and the magnitudes of excess bulk temperatures. Therefore, a 
linear heat generation variation in the radial direction 
modifies the outer surface heat flux (or the radial temperature 
at the surface) more than the changes for the magnitude of ex
cess temperature. The amount of increase caused by the heat 
generation considered here is decreasing gradually if one con-
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siders the special cases in the following order: case 02, case 01, 
case 03, and case 04. 

In Fig. 2, the Nusselt numbers on the inner surface (the solid 
lines) for radial linear heat generation are compared to the 
corresponding values (the dotted lines) for no heat generation. 
It is found that for the first special surface heating condition, 
the addition of heat generation is reducing the values of the 
Nusselt number on the inner surface. This property is at
tributed to the fact that the radial linear heat generation is 
modifying the temperature distribution near the inner surface 
less than that area near the outer surface. However, for the 
special case of (4, the property is changing its direction. 
Therefore, the effect of heat generation considered in this 
paper on the radial temperature gradient near the inner sur
face is higher than the effect produced on the magnitude of the 
excess bulk temperature. The limiting values of both Nusselt 
numbers at o> = 0 and oi = 1 are also included in Figs. 1 and 2. 
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the relative importance of these parameters on the Nusselt 
number, graphic results such as these are hardly useful to a 
designer, who expects to have a correlation between the 
Nusselt number and all the other parameters in one expres
sion. This note fulfills that need. 
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i 

Fig. 1 Finned channel configuration 

Heat Transfer Correlation for Flow in a Parallel-Plate 
Channel With Staggered Fins 

A. Lazaridis1 

Introduction 

In a recent paper, Kelkar and Patankar (1987) presented a 
mathematical analysis of the laminar flow heat transfer in a 
parallel-plate channel whose walls were fitted with a series of 
equidistant staggered fins placed transversely to the flow 
direction. Figure 1 shows the details of the configuration used 
in that analysis, which was reported to be motivated by the in
creasing use of compact heat exchangers in industry. The lat
ter consist of small flow passages through which the fluid fre
quently flows at low velocities. Under such "laminar" flow 
conditions, the relatively low heat transfer coefficients ob
served with smooth channel walls are augmented by means of 
fins that are attached to the heat transfer surfaces. The ar
rangement of fins is important if heat transfer at these sur
faces is to be increased, and the extent to which this is ac
complished depends on several flow, thermal, and geometric 
parameters. 

Assuming steady, laminar, periodically fully developed flow 
of a fluid with constant properties, Kelkar and Patankar ob
tained a numerical solution of the governing equations and 
determined the effects of the pertinent parameters on the flow 
field and the rate of heat transfer. Although vortex shedding 
may occur at the fin tips, their assumption of steady laminar 
flow was justified based on photographs obtained in an ex
perimental investigation by Berner et al. (1984) for a flow with 
Reynolds number of 600. The results of that study indicated 
that the entrance region is very short and the flow becomes 
periodically fully developed quickly. 

Kelkar and Patankar presented their results in a combined 
graphic and tabular form, and discussed the flow behavior 
and heat transfer characteristics on the basis of how they were 
affected by each of the pertinent parameters. Specifically, the 
effect of each parameter on the overall Nusselt number was 
discussed based on the changes observed as the parameter was 
varied through a range of numbers while all the other variables 
were kept constant. Although this is a perfect way to evaluate 

Table 1 Comparison of values from correlation with Kelkar 
and Patankar's (1987) data for Pr = 0.7 
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the relative importance of these parameters on the Nusselt 
number, graphic results such as these are hardly useful to a 
designer, who expects to have a correlation between the 
Nusselt number and all the other parameters in one expres
sion. This note fulfills that need. 
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Fig. 1 Finned channel configuration 

Heat Transfer Correlation for Flow in a Parallel-Plate 
Channel With Staggered Fins 

A. Lazaridis1 

Introduction 

In a recent paper, Kelkar and Patankar (1987) presented a 
mathematical analysis of the laminar flow heat transfer in a 
parallel-plate channel whose walls were fitted with a series of 
equidistant staggered fins placed transversely to the flow 
direction. Figure 1 shows the details of the configuration used 
in that analysis, which was reported to be motivated by the in
creasing use of compact heat exchangers in industry. The lat
ter consist of small flow passages through which the fluid fre
quently flows at low velocities. Under such "laminar" flow 
conditions, the relatively low heat transfer coefficients ob
served with smooth channel walls are augmented by means of 
fins that are attached to the heat transfer surfaces. The ar
rangement of fins is important if heat transfer at these sur
faces is to be increased, and the extent to which this is ac
complished depends on several flow, thermal, and geometric 
parameters. 

Assuming steady, laminar, periodically fully developed flow 
of a fluid with constant properties, Kelkar and Patankar ob
tained a numerical solution of the governing equations and 
determined the effects of the pertinent parameters on the flow 
field and the rate of heat transfer. Although vortex shedding 
may occur at the fin tips, their assumption of steady laminar 
flow was justified based on photographs obtained in an ex
perimental investigation by Berner et al. (1984) for a flow with 
Reynolds number of 600. The results of that study indicated 
that the entrance region is very short and the flow becomes 
periodically fully developed quickly. 

Kelkar and Patankar presented their results in a combined 
graphic and tabular form, and discussed the flow behavior 
and heat transfer characteristics on the basis of how they were 
affected by each of the pertinent parameters. Specifically, the 
effect of each parameter on the overall Nusselt number was 
discussed based on the changes observed as the parameter was 
varied through a range of numbers while all the other variables 
were kept constant. Although this is a perfect way to evaluate 

Table 1 Comparison of values from correlation with Kelkar 
and Patankar's (1987) data for Pr = 0.7 
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Results 
The overall Nusselt number is a function of the Reynolds 

number, the Prandtl number, the ratios of the fin height and 
distance between consecutive fins to the channel width, and 
the fin conductance parameter as discussed by Kelkar and 
Patankar (1987). Their data lead to the correlation 

Nu/Nuo = 0.36/(X, Pr)g(X,L/#)Re°-7Pr0-4 (1) 

where 

g(\, L/H) = [{2 +L/H) + [1 -exp( -X)] 

[exp( - L/H)]/(L/H)) exp(l - L/H) (2) 

/ (X,Pr) = 0.05990(1+0.0210X-0.0421X2) forO<X<l (3) 

/(X, Pr) = 0.05745(1 + 0.0212X-0.00058X2) f o r l < X < 1 0 (4) 

/(X, Pr) = 0.078Pr00275 {1 -2[exp(-0.0001X)]/X] 

+ X2exp(-X) forX>10 (5) 

and Nu = hD/k is the overall Nusselt number, Nu0 is the 
Nusselt number of the unfinned channel, Re = puD/pL is the 
Reynolds number, Pr = ficp/k is the Prandtl number, D = 
2H is the hydraulic diameter, H is the width of the channel, L 
is the distance between consecutive fins, h is the average heat 
transfer coefficient, u is the average velocity of the fluid, p is 
the fluid density, /x is the fluid viscosity, cp is the fluid specific 
heat at constant pressure, X = kft/kL is the fin conductance 
parameter, kj is the fin conductivity, k is the fluid conductiv
ity, and / is the fin thickness. 

The correlation given above has some inherent limitations 
that need to be discussed. Equation (1) is valid for a fin height 
of exactly Vi the width of the channel in the range of Reynolds 
numbers up to 500 and may be extended to Reynolds number 
of 600 based on the experimental evidence given by Berner et 
al. (1984). The value of Vi chosen for the ratio of fin height to 
channel width does not pose an unnecessary restriction on the 
practical use of the correlation because augmentation of heat 
transfer is either too small or nonexistent when this ratio falls 
below that value, while frictional losses become excessive 
when it is exceeded (see Fig. 7 of Kelkar and Patankar, 1987). 
Of the three expressions for /(X, Pr) only equation (4) was 
developed from an interpolation of Nu/Nu0 values obtained 
at the limits of the indicated range of X values since data in the 
middle of that range were not given. Equations (l)-(5) were 
generated from data with Prandtl numbers of 0.7 and 4, and 
they are strictly valid only for these two values of the Prandtl 
number. It appears, however, that their validity may be ex
tended to the range between these two limits, especially for X 
values less than 10. Tables 1 and 2 list values of Nu/Nu0 

calculated from equation (1) for Prandtl numbers of 0.7 and 
4, respectively, and present a comparison with the data of 
Kelkar and Patankar. The accuracy of the correlation is ± 10 
percent with respect to the available data. Although this level 
of accuracy is well within the uncertainty limits of practical 
design criteria, as a matter of caution, it is noted that more 
data are needed to establish the full range of validity for this 
correlation. 
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Predicting Temperatures of Stacked Heat Sinks With a 
Shroud 
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Introduction 
Air cooling of enclosed electrical and electronic equipment 

is a common application for natural convection heat sinks. 
Space restrictions lead to stacking of the sinks into vertical ar
rays. A need for mechanical and electrical isolation leads to 
placement of a shroud over the array. The result is a com
plicated heat transfer situation. 

The primary heat transfer mechanism is the natural convec
tion between the fins of the sinks and the cooling air. Bar-
Cohen and Rohsenow (1984) provide composite correlations 
over the range of conditions encountered in practice, from 
narrowly spaced fins to isolated plates. Temperature of the 
fins or heat flux from them can be specified to match known 
conditions. Net radiation heat transfer from the sinks to the 
shroud or other objects at different temperatures is a second
ary mechanism, which can be handled by graybody exchange 
if radiation properties are known. 

A further complication is the effect on free convection of 
stacking the heat sinks in a vertical array with open gaps be
tween horizontal rows. Various authors have addressed this 
effect. For example, Sparrow and Faghri (1980) studied two 
flat plates. They calculated the effect of varying the gap-to-
plate length ratio and changing the size of the upper plate 
relative to that of the lower plate. 

Yet another complication is the effect of convection in the 
gap between the shroud and the sinks on the sink temperature. 
Among the relevant studies is one by Karki and Patankar 
(1984). They vary the ratio of space between fins to fin height 
and the ratio of the shroud gap to fin height. The geometry 
analyzed is a single sink covered by a shroud adiabatic to both 
convection and radiation. 

To avoid costly and time-consuming tests of proposed heat 
sink arrays to dissipate specific heat requirements, a model is 
sought to generalize test data for typical arrays. The model is 
to predict sink temperatures, including any influence of stack
ing and a shroud, of candidate heat sink arrays. The separate 
studies of the effect of stacking and of the shroud suggest that 
enhanced convection occurs in certain circumstances. General
ly, enhancement requires very short upper sinks located 
relatively far from the lower sinks or fins very closely spaced 
relative to the shroud gap. Neither condition seems true for 
the test data, but calculations are being done using a 
multidimensional finite element approach, including radiation 
effects, to see when enhancements may occur. 

This paper reports on the first step toward development of 
analytical design procedures for stacked heat sink arrays with 
a shroud. It explores the use of a one-dimensional model 
based on available semi-empirical free convection correla
tions. These correlations do not yield air temperatures within 
the sink array. To generate predictions of sink temperatures 
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the fluid density, /x is the fluid viscosity, cp is the fluid specific 
heat at constant pressure, X = kft/kL is the fin conductance 
parameter, kj is the fin conductivity, k is the fluid conductiv
ity, and / is the fin thickness. 

The correlation given above has some inherent limitations 
that need to be discussed. Equation (1) is valid for a fin height 
of exactly Vi the width of the channel in the range of Reynolds 
numbers up to 500 and may be extended to Reynolds number 
of 600 based on the experimental evidence given by Berner et 
al. (1984). The value of Vi chosen for the ratio of fin height to 
channel width does not pose an unnecessary restriction on the 
practical use of the correlation because augmentation of heat 
transfer is either too small or nonexistent when this ratio falls 
below that value, while frictional losses become excessive 
when it is exceeded (see Fig. 7 of Kelkar and Patankar, 1987). 
Of the three expressions for /(X, Pr) only equation (4) was 
developed from an interpolation of Nu/Nu0 values obtained 
at the limits of the indicated range of X values since data in the 
middle of that range were not given. Equations (l)-(5) were 
generated from data with Prandtl numbers of 0.7 and 4, and 
they are strictly valid only for these two values of the Prandtl 
number. It appears, however, that their validity may be ex
tended to the range between these two limits, especially for X 
values less than 10. Tables 1 and 2 list values of Nu/Nu0 

calculated from equation (1) for Prandtl numbers of 0.7 and 
4, respectively, and present a comparison with the data of 
Kelkar and Patankar. The accuracy of the correlation is ± 10 
percent with respect to the available data. Although this level 
of accuracy is well within the uncertainty limits of practical 
design criteria, as a matter of caution, it is noted that more 
data are needed to establish the full range of validity for this 
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Table 1 Steady-state conditions in the constant-power case 

Fig. 1 Geometry of a single sink 

independently of internal air temperatures, it is assumed that 
the free convection throughout the array occurs with respect 
to the temperature of the air that flows into both the bottom 
row and the gap between the sinks and the shroud. In addi
tion, the sinks in each row exchange radiation with the sinks in 
other rows or with the surroundings including the shroud. The 
shroud does not affect the convection from the sinks directly. 

Apparatus and Procedure 

The geometry chosen for the tests has been used successfully 
to cool electrical controls enclosed in cabinets. Cast aluminum 
heat sinks with all exposed surfaces covered by a 1 mm coating 
of epoxy are arranged in an array with six sinks horizontally 
per row and three rows in the vertical direction. Figure 1 
shows one sink in the array. Each sink is 12.1 cm wide by 6.4 
cm deep by 14 cm high. It consists of ten plates, each 5.7 mm 
thick on the average by 14 cm high, separated by gaps each 7.1 
mm wide on the average. The plates protrude 5.1 cm from a 
1.3 cm base. For ease of casting, the gap between fins is slight
ly narrower at the base than at the tip. Also, the bottom and 
top edges of each fin are rounded. The base of each sink is 
drilled and tapped in the center to receive an electrical 
resistance element that simulates the heat load on the sink due 
to a stud-mount type semiconductor device. Each sink is at
tached to a phenolic mounting plate by four screws through 
the plate into the base of the sink. The backs of the sinks and 
mounting plate are insulated in the experiments to force heat 
out through the sink surface. 

Each sink is separated from its neighbor in the row by 3.8 
cm. There is a gap of 7.6 cm between rows in the vertical direc
tion. The painted steel shroud used for mechanical and elec
trical isolation is bolted over the fin array and a 4.5 cm gap ex
ists from fin tip to shroud surface. The bottom and top of the 
shroud contain open grilles to admit and discharge cooling air. 
The bottom grille is located about 5.1 cm below the bottom 
row of sinks. The top grille is the same distance above the top 
row. 

The horizontal top and bottom surfaces of the sinks are 
assumed ineffective for convection. Based on the average fin 
and gap dimensions shown in Fig. 1, the total area of each sink 
for convection is 1630 cm2. The 18 internal fin surfaces form-

Row 

1 

2 

3 

q(W) 

64. 8 

T , <°C> I T . <°C) sink | a±r shroud 
| 25. 6±0.8 | 

77.7±0. 9 1 
<77.44,?B.33,7B.30,7B.3B> 

65. 1 

| 60.3+4.8 33.2±0.8 
<55.40,5B.B7,BB.4B,BZ.49> 

95.7±1.0 1 

64. 3 

| 84.1+2.5 43. 6±0.6 
(B3.BB,B1.4?,87.40,B3.9Z> 

110.6+1.4 1 
CiOB.S4,111.3S,111.63,109.04> 

| 102.9+1.9 64.3+1.5 

Table 2 Steady-state conditions in the decreasing-power case 

Row 

1 

2 

3 

q(W) 

82. 0 

T , , <°C> 1 T . <°C) Bink | air 
T ,(°CI shroud 

| 26.4+1.1 1 
(ZB.04,ZS.BZ,Z7.97,Z5.B7> 

89. 2±0. 9 | 

| 66.1+6.0 35.1±0. 8 
(59.50,B3.48,73.58,B7.75> 

67.4 101.0+1.1 | 
<101.BB,100.8S,101.7B,SS.4B> 

| 89.4+3.6 46.2±0.6 
<80,19,B4.Z5,8Z.59,90.5B) 

46.6 102.7+1.5 | 
(101.73,a04.0B,103.7B,101.0B) 

| 97.0+1.8 63.0±1.5 

ing the 9 gaps make up 78 Vi percent of this area, the base be
tween fins and the fin tips make up 10/4 percent, and the two 
outside edges make up 11 percent. Actual exposed area totals 
about 1680 cm2, including 90 cm2 of horizontal surface at the 
top and bottom of each sink and tapered fins with 9.0 mm 
wide gaps at the fin tips and 5.2 mm wide gaps at the base. The 
free convection boundary layers in the gaps can grow at most 
to half the gap width. Including the base, tip and outside edge 
areas in the convection area implies that the convection 
mechanism for all these areas is the same as that on the vertical 
fin surfaces. Only the fin tips, comprising less than 5 percent 
of the total area, and the outside edges could be characterized 
as isolated plates relative to the fins. 

The temperature of each of the 18 sinks is detected by a 
single iron-constantan thermocouple imbedded in its base. 
The most severe temperature gradient in the sinks is estimated 
to be a 0.5°C drop across the epoxy coating, using handbook 
data for the thermal conductivity of 39 percent silica-filled 
epoxy. Air temperatures are sensed by iron-constantan ther
mocouples grounded to the tip of 1.6-mm-dia stainless-steel 
probes. The 22 probes (only four were used ahead of the first 
row of sinks) are inserted in holes drilled in the mounting plate 
for the sinks at positions in the middle of the gaps between 
sink rows. Selected measurements with a radiation-shielded 
thermocouple verified that radiation does not affect the 
measurement of air temperatures with the small-diameter, 
low-emittance probes. 

Heater voltages are adjusted to settings that cause the 
desired amount of heat to be generated in each sink by the 
resistance heating elements. Two relevant cases are selected: a 
constant power case in which 65 W are dissipated in each sink 
in each row; and a decreasing power case in which 82 W, 61 Vi 
W, and 46 Vi W are dissipated per sink in the bottom, middle, 
and top rows, respectively. The constant power case is to cor
respond to a constant convection flux case. The decreasing 
power case is to correspond to a constant wall temperature 
case. Following the setting of voltages, several hours are 
allowed for steady-state conditions to be achieved. An 
automated data acquisition system scans the array of ther
mocouples and records the temperatures they indicate. Steady 
state is judged to be achieved when the temperatures no longer 
rise, but begin to fluctuate from recording to recording. 

From data after 1 !4 h at steady state, averages with stand-
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ard deviations for the center four sinks of the six sinks in a row 
are shown in Tables 1 and 2. Temperatures for the outer two 
sinks fell off significantly from values for the center four sinks 
so they were not included in the averages. Data below the 
averages show the values from left to right across the row. 
They prove that dominant changes occur vertically rather then 
horizontally. 

Average air temperatures and values from left to right 
across the row are also shown into and out of each row. They 
were measured at locations in the middle of the gaps before, 
after, and between rows, halfway between the base and the 
tips of the fins. The data acquisition system recorded them. 
Shroud temperatures after each row were obtained by 
touching the shroud with the air temperature probes between 
scans of the data logging system. The shroud is made of light-
gage steel, painted gray, and could support a vertical 
temperature gradient. 

In general, the standard deviations of temperatures in 
Tables 1 and 2 are at most ±1.5°C. This is judged to be a 
reasonable experimental uncertainty to assign to temperatures 
measured by many different thermocouples being scanned 
automatically. The standard deviations of the air temperatures 
after each row are larger. This is due to the existence of a 
slightly hot air channel to the right of center in the array, 
possibly because of unequal heat dissipation by sinks in row 1 
or local flow asymmetries. The sink temperatures do not show 
a similar anomaly. The experiments were run in a large, 
closed laboratory space within a conditioned building. A 
floor-to-ceiling temperature rise of 1°C was measured in the 
room used for the tests. Therefore, ambient temperature in the 
space is assumed the same as the air temperature into row 1: 
26±1°C. 

Model 

The model is based on available correlations, which require 
either isothermal or isoflux conditions. Due to the stacking of 
identical sinks, it is observed that the sink temperatures in
crease significantly up the stack if equal power is dissipated by 
each sink. Achieving constant sink temperatures requires 
much less power to a sink in row 2 or 3 than to one in row 1, 
such as is approximated in the decreasing-power case. Thus, 
the use of isothermal correlations seems justified only for the 
decreasing-power case. However, radiation increases with sink 
temperature, making convection less for row 2 or 3 than for 
row 1 of the constant-power case. Hence, use of isothermal 
correlations may be better for the constant-power case, too. 

For a channel of length L formed by two plates a distance b 
apart, Bar-Cohen and Rohsenow (1984) give, for constant sur
face temperature in laminar, natural convection 
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Side view of heat sink array geometry 

sink in any row, sf„ and the shroud next to it, shh is given, for 
example, by Incropera and DeWitt (1985), as 

Nu = 
576 

L (Ra r)
2 

2.873 !73 I 
(1) 

xT)- (Ra7 

where the Nusselt number and Rayleigh number are defined 
by 

dc b g/3b\Ts~T0) —— and R a r = Pr> 
K 

Nu = (la) 
AC(TS-T0) k ' V

2L 

In addition to L and b, the parameters are qc/Ac, the convec
tion heat transfer rate divided by area for convection; 7^, the 
surface temperature; T0, the ambient temperature; g, gravita
tional acceleration; and k, Pr, /3, and v, the thermal conduc
tivity, Prandtl number, isobaric volume expansion coefficient, 
and kinematic viscosity, respectively, evaluated at T0. Here, 
the ambient temperature is taken as the air temperature into 
the bottom of the array. Equation (1), with equation (la) for 
definitions, is solved for the value of Ts that yields a particular 
Qc-

Net thermal radiation exchange between the front of the 

oiK-i%,) 
<lr, sfj-shj 

V 1 1 - e* 
(2a) 

tsf^sf AsfFsf-sh tsh-nsh 

where a, the Stefan-Boltzmann constant, is multiplied by the 
difference in absolute temperatures of the sink and shroud to 
the fourth power and is divided by a radiation resistance. In 
the resistance, the graybody emittances are taken to be es = 
0.9 for the epoxy-coated sinks and esh = 0.9 for the enamel-
painted shroud. These values are judged typical for 
nonmetallic surfaces. Because of reflections among the fin 
surfaces, the gaps appear black and the effective emittance for 
the fin tips and the black gaps is esf = 0.953. For the radiation 
model, the shroud is taken to be three segments of a vertical 
plate extending from 3.8 cm below the first row of sinks to 3.8 
cm above the third row. Figure 2 shows a side view of the ar
ray geometry. Each shroud segment presents an area of 261 
cm2 to incoming radiation. In equation (2a), Ash is the area 
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necessary to form a two-body enclosure with the sink front, 
i.e., Ash = As/. The viewfactor Fsj_sh is taken to be 1.00, con
sistent with the two-body radiation assumption. It is actually 
0.89 because the front of each sink sees other segments of the 
shroud and the grilles. This is judged to be close enough to 
1.00 to justify the two-body simplification. The projected area 
of each sink front for radiation toward the shroud is Asf = 
169 cm2. Note that this about ten times smaller than the con
vection area. 

The sinks also radiate through their top and bottom ends. 
The projected area of each end is Ase = 77 cm2. All ends see 
the plate to which the sinks are attached. In addition, the bot
toms of the sinks in row 1 see the bottom grille and a bit of the 
shroud; the tops of the sinks in row 3 see the top grille and a 
bit of the shroud. Any other sink end sees, besides the 
mounting plate, the sink end opposite it and the shroud. Refer 
to Fig. 2. 

For the bottoms of the sinks in row 1 and the tops of the 
sinks in row 3, graybody radiation analysis with an adiabatic 
mounting plate and an enclosure consisting of the sink end, 
the mounting plate, and the grille yields the following: 

ff(7«-7p 

where C = (l/Fse_p + Ase/Ap • l/Fp_g) / (l/Fse^g + 
l/Fse_p + Ase/Ap • l/Fp_g) accounts for the parallel paths 
for radiation from these sink ends: directly to the grille, g, or 
indirectly via reflection off the plate, p. Assuming that the 
sink surfaces have emittance ê  = 0.9, the effective emittance 
of the sink ends and black gaps is ese = 0.942. The effective 
emittance of the open grilles is assumed to be eg = 1.00. The 
low thermal conductivity of phenolic and the insulation used 
in the tests justifies treating the mounting plate as adiabatic. 
Using two-dimensional viewfactor relations, Fse_g = 0.741, 
Fse_p = 0.259, andFp_g = 0.675. The shroud as modeled in 
Fig. 2 comprises less than 6 percent of the direct view from the 
bottom of a sink in row 1 or the top of one in row 3. The value 
°f Fse-g includes this small fraction. The area^4g corresponds 
to a grille extended to include the part of the shroud actually 
seen by the sink end. Since eg = 1.00, the value of Ag does not 
affect qr _ . 

For any sink end seh except a bottom in row 1 or a top in 
row 3, the two-dimensional viewfactor to the opposite sink 
end sej is F„ = 0.365 whileF„ r„ = 0.3175. Thus, Fse._sh 

= 0.3175 and the shroud is a significant radiation target. An 
enclosure is formed by seh sej, the adiabatic mounting plate 
between them, and the shroud. The shroud area in this radia
tion network is the value needed to complete the enclosure. 
Due to the symmetry of the array, half of the radiation from 
se-, and sej to the shroud is assigned to the shroud segment s/i, 
adjacent to the sink /; the other half is assigned to shj adjacent 
to sinky. The temperature of the shroud in the enclosure is the 
arithmetic mean of the temperatures of shj and shj. Heat flows 
to the nonadiabatic surfaces of this enclosure are not easily ex
pressed in symbols. With nominal values for the areas, emit-
tances and viewfactors, radiation from se, and sej to shi+j is 
given by the following: 

Qrse. =ASM + 0-8381 7« -0.4211 7* -0.4170 Tjh.+ .) ^ 

Qrse. =^«o( -0 .4211 Tt. +0.8381 7* -0.4170 7 \ . + .) 

qrshj+j = Aseo( + 0-4170 71. +0.4170 7^.-0.8340 T*sh.+ .) _ 

(2c) 

The sign convention is such that qr + qr = qr .The 

total radiation from the ends of the sinks in row 2 is q. with 
i = 2 and j = 3 plus qr with / = 1 and j = 2. Radiation from the 
ends of the sinks in row 1 and row 3 involves equations (2a) 
and (2c). 

The temperature of the shroud segment in any row is deter
mined by a balance between the radiation to it, from the ends 
and fronts of the sinks that see it, and the convection and 
radiation from it. Air at ambient temperature is assumed to 
cool both the inside and the outside of the shroud by natural 
convection. The laboratory at ambient temperature is modeled 
as a blackbody for shroud radiation. Iteration with candidate 
sink and shroud temperatures continues until the sink and 
shroud dissipate their respective heat inputs to achieve an 
energy balance within 0.1 W. 

For the model to predict sink temperatures without 
specification of any temperature except the ambient 
temperature 7^, a simplifying assumption is needed. It makes 
the reference temperature for convection in row 2 and row 3 
independent of the temperature of air heated by the convec
tion in row 1 and row 2, respectively. All convection is as
sumed to occur relative to the ambient temperature TQ. This 
means that the stacked rows of sinks act as continuous chan
nels for convection, even though there is a gap between each 
row and each sink reaches its own temperature peculiar to its 
location in the stack. In effect, this assumes that there is no 
regrowth of boundary layers on the fins from row to row and 
that the sink-to-shroud gap provides an ample supply of air at 
the ambient temperature T0 to allow this reference 
temperature for convection in the entire stack. This assump
tion is consistent with convection cooling of the inside of the 
shroud. It will be checked by using the measured air 
temperatures into each row as the reference temperature for 
that row and a channel height L equal to one fin height H in 
equation (1) for each row. In effect, this restarts the convec
tion model at the inlet to each row of sinks without changing 
the radiation model or the shroud cooling. 

With the assumption of continuous channels for convec
tion, convection heat transfer is evaluated for a channel height 
L in equation (1) equal to one fin height H only for the first 
row of sinks. Iteration with equations (1) and (2a) yields 
predicted sink and shroud temperatures, at first neglecting the 
effects of equations (2b) and (2c), so that the resulting convec
tion plus radiation agrees with the specified heat input into 
row 1. 

Continuing with the assumption of continuous channels for 
convection and remembering the convection for row 1, the 
convection for row 2 is again evaluated using equation (1), but 
with a channel height L = 2>H. The model finds the value for 
the temperature of the second row of sinks, which is required 
to dissipate the convection of the first and second rows over L 
= 2'H. Without radiation, this would yield a higher sink 
temperature for row 2 than for row 1 because convection is 
less effective at the end of long channels than at the beginning. 
Radiation is then included for the second row, at first using 
only equation (2a). Radiation loss is greater because of the 
higher temperature of the second row. Iteration produces sink 
and shroud temperatures for the second row that dissipate the 
total heat input to the second row over the second fin height in 
L = 2'H. Sink and shroud temperatures for the third row are 
calculated similarly, with a channel height L = 3 'H used in 
equation (1) and the total heat input to the third row 
dissipated over the third fin height. 

After an initial pass over all three rows, subsequent passes 
include the effects of equations (2b) and (2c) in the radiation 
calculations. Sink and shroud segment temperatures from the 
previous pass are used in a given pass to correct for radiation 
from the ends of the sinks in each row. When the sink 
temperature in row 3 changes by less than 0.05°C from pass to 
pass, the calculations stop. Generally, only three or four 
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Table 3 Results of the model for the constant-power case 
Cambient = 25.6°C) 

R o y 

2 

q(W) 

6 4 . 8 

q (W) q (W) 

8 . 8 
C R a T = B Z . 3 ; N u = l . B S ) 

6 5 . 1 | 5 6 . 0 | 9 . 1 
( B a T = 5 ? . 0 ; H u = 1 . 3 B ) 
6 4 . 8 | 5 0 . 3 | 1 4 . 5 
< R( t T = 4Z . 7 ; Nu = l . 1 5 

T . , (°CI s h r o u d 
model v s . ( in-*-out>/2 

4 2 . 0 

5 6 . 4 

5 2 . 8 

2 9 . 4 

3 8 . 4 

S 4 . 0 

s i n k =C> 

model v s . meas 
8 2 . 1 

95 . 4 

1 0 4 . 1 

77 . 7 

9 5 . 7 

1 1 0 . 6 

Table 4 Results ot the model for the decreasing-power case 
Cambient = 26-"°C) 

Row 

1 

2 

3 

q(W) 

8 2 . 0 

V*" 
7 0 . 6 

o e . ; H u = 

q r (W) 

1 1 . 4 
. 7 3 ) 

6 7 . 4 5 6 . 9 | 10 . S 
( R a T = B 1 . 5 ; N u = i . 3 S ) 
4 6 . 6 | 3 2 . 6 | 1 4 . 0 
< R a T = 4 1 . B ; Nu = l . 14 ) 

a h r o u d 
model v s . ( i n + o u t l / 2 

4 6 . 2 

5 4 . 2 

5 4 . 2 

^ 3 0 . 8 

4 0 . 6 

5 4 . 6 

B lnk 
model v s . mess 

9 3 . 5 

102. S 

104. 5 

eg; 2 

1 0 1 . 0 

102. 7 

Table 5 Sensitivity of shroud temperature to changes: (a) convection 
from shroud to ambient decreased by factor of 2; (b) emittance of shroud 
decreased to tsh = 0.3 in equations (2a) and (2c) 

C o n s t a n t Power Case 

R o w 

1 
2 
3 

T . , ( ° C 
s i n k 

a . v s . b . v s . 

62. S 
9 6 . 0 

1 0 4 . 7 

6 4 . 6 
9 6 . 9 

1 0 8 . 0 

m e a s u r e d 
7 7 . 7 
9 5 . ? 

1 1 0 . 6 

T 
s h r o u d 

a . v s . b . v s . 
4 6 . 4 
5 6 . 0 
5 8 . 4 

3 3 . 8 
3 8 . 6 
3 9 . 6 

°C> 

< i n * o u t > / 2 

2 9 . 4 
3 8 . 4 
5 4 . 0 

D e c r e a s i n g P o w e r C a s e 

R o w 

1 
2 
3 

T j , <°C> 
s i n k 

a . v s . b . v s . m e a s u r e d 
9 3 . 9 

1 0 3 . 4 
1 0 5 . 1 

9 6 . 4 
1 0 6 . 8 
1 0 8 . 8 

6 9 . 2 
1 0 1 . 0 
102.7" 

T . , ( ° C ) 
s h r o u d 

a . v s . b . v s . ( i n + o u t ) / 2 
S I . 4 ' 
6 0 . 2 

59.6 

3 6 . 4 
4 1 . 0 
4 0 . 8 

3 0 . 6 
4 0 . 6 
5 4 . 6 

passes are needed. The first pass establishes shroud 
temperatures for the full radiation model. The second pass 
refines the sink and shroud temperatures within 0.1 °C of the 
final values. 

Results and Discussion 
Table 3 shows results from the model compared to 

measurements for the constant power case. Table 4 shows the 
decreasing power case. Final Rayleigh and predicted Nusselt 
numbers for the sink convection are shown below the convec
tion heat loss. The total radiation from the sinks varies direct
ly with the sink temperatures except for row 2. Radiation from 
the fronts of the sinks is about 50 percent of the total radiation 
loss from the sinks in row 1 and row 3. It increases to more 
than 65 percent in row 2 because sinks in row 2 do not see the 
open grilles. 

Also in Tables 3 and 4 is a comparison between predicted 
shroud temperatures and the averages of the measured values 
before and after each row given in Tables 1 and 2. Shroud 
temperature into row 1 is assumed to be the ambient 
temperature. Except for row 3, predicted shroud temperatures 
are much higher than the average of the measured values. The 
predicted sink temperatures agree well with the measured 
values except for row 3 of the constant power case. Agreement 
of this isothermal model with the decreasing-power results is 
more uniform because the decreasing-power case is closer to 
isothermal conditions. 

Use of an isoflux instead of an isothermal correlation yields, 
for the constant-power case, sink temperatures of 80.1°C, 
105.9°C, and 121.0°C for rows 1, 2, and 3, respectively. Cor
responding shroud temperatures are 39.8°C, 54.2°C, and 
59.6°C. There is a slight improvement for row 1 compared to 
the 82.1°C and 42.0"C predicted in Table 3, but the row 2 and 
row 3 results are unacceptably high. Similar trends are noted if 
an isoflux correlation is used for the decreasing-power case. 

Besides use of an isothermal correlation, the major assump
tion made in the convection model is that the stacked sinks 
present a continuous channel for convection. To test the 
validity of this continuous channel assumption, the measured 
air temperatures into each row are used as the ambient 
temperature for that row. Also, the length L in equation (1) is 
taken equal to one fin height H for each row. This, in effect, 
allows the boundary layers to restart in each sink, enhancing 
the convection. On the other hand, the higher air temperatures 
decrease the driving force for convection. It turns out that the 
net effect keeps the Rayleigh numbers essentially unchanged 
from the values in Tables 3 and 4. Recall from equation (la) 
that RaT is proportional to (Ts - T0)/L. Therefore, the higher 
ambient temperatures drive up the sink temperatures. The 
restart model yields row 1, 2, and 3 sink temperatures of 
82.8°C, 118.8°C, and 137.7°C, respectively, for the constant-
power case, and 94.2°C, 125.3°C and 130.5°C for the 
decreasing-power case. Such high sink temperatures for row 2 
and row 3 justify the continuous channel model, used to 
generate the results in Tables 3 and 4. 

One result remains puzzling in Tables 3 and 4: the high 
values of the predicted shroud temperatures for row 1 and row 
2 compared to the mean of the measured values into and out 
of these rows. The radiation model for the sink end areas 
sends some radiation to the bottom grille, which actually goes 
to the row 1 shroud segment. This should be offset by the sink 
front in row 1 sending all its radiation to this shroud segment. 
Radiation to the row 2 shroud segment should be modeled 
correctly. 

Since the model does well in predicting sink temperatures, 
tests were run of the sensitivity of shroud temperature to 
shroud parameters. Table 5 shows results using the isother
mal, continuous channel model for two changes. In change 
(a), the area used for the convection cooling of the shroud is 
decreased by a factor of 2, corresponding to no convection 
cooling of the shroud by the air in the gap between the sinks 
and the shroud. The decreased shroud convection increases 
the sink temperatures a bit, but drives all shroud temperatures 
up by another 5°C. In change (b), the emittance of the shroud 
surface facing the sinks is decreased to 0.3 from 0.9, cor
responding to an unpainted, shiny surface rather than a gray 
enamel surface. Decreased emittance means decreased absorp-
tance, but increased reflectance. This change increases sink 
temperatures more than the decreased convection does. The 
increased reflectance of the shroud makes it more difficult to 
cool the sinks. However, the lower absorptance causes the 
shroud temperatures to go down significantly, to acceptable 
agreement with the measured values for row 1 and row 2, but 
below the values for row 3. Thus, predicted shroud 
temperatures are very sensitive to the shroud emittance. For
tunately, shroud characteristics are not critical to the model's 
accuracy in predicting sink temperatures. Bajabir (1986) 
presents other sensitivity studies of interest for heat sink array 
design. 

Concluding Remarks 
For a slightly high estimate of sink temperatures to dissipate 

heat by natural convection and radiation, a one-dimensional 
model based on isothermal correlations and graybody radia
tion networks is acceptable. It can be applied for conservative 
design of heat sinks in stacked configurations and a decreasing 
power situation (uniform sink temperatures throughout the 
array). Comparison of sink temperatures predicted by the 
model to measured values indicates that heat transfer is slight
ly better than the model predicts. This is despite the use of the 
ambient temperature into the stack as the reference 
temperature for convection in all heat sinks. Such enhance
ment is possible according to theoretical considerations of the 
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effect of the gap between sink rows and the effect of the sink-
to-shroud gap. An extension of the model uses measured air 
temperatures between sink rows to change the reference 
temperature for each row and allow boundary layer develop
ment to start over in each row. It shows that any enhancement 
due to regrowth of boundary layers is more than offset by the 
inhibiting effect of the increased ambient temperature of the 
cooling air. Quantifying the enhancement is a complex task 
beyond the scope of a one-dimensional analysis. For the 
geometries under consideration in this study, such effects are 
not of major consequence for proper deployment of heat 
sinks. 
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A Coordinate Transformation Method for Radiation 
Heat Transfer Prediction in Soot-Laden Combustion 
Products 
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Nomenclature 
e = Plank's emissive power 
F = species distribution function 
/ = soot volume fraction or transforma

tion function 
/ = radiation intensity 

R = radius of the nozzle hole 
t = time 
v = velocity 
a = constant for plume injection speed 
6 = angle of spray plume with respect to 

* i 
K = volumetric absorption coefficient 
X = wavelength 
$ = transformation function 
0 = angular speed or solid angle 

Subscripts 

b = blackbody 
d = detector 
in = inclined 
o = constant or foot of optical path 
5 = specified 
u = unparallel 
X = spectral 
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Introduction 
To solve the governing equation of radiation heat transfer 

shown below for analysis of thermal load in a combustor hav
ing soot-laden flames, we assume that the distribution of its 
optically participating species is given with respect to a 
reference location (in-combustor distribution) 

h(r) = \r° ^ ^ - e 6 X e x p ( - j ' K^(r")dr")dr' (1) 

In finding the solution to this equation, difficulties are faced 
including those stemming from determination of the species 
distribution along the individual optical paths (in-optical path 
distribution) and use of such transformed information for im
plementing equation (1). Due to the complexity of the 
problem, several approximation methods were employed in 
the previous studies, namely the Monte-Carlo method 
(Steward and Cannon, 1971); the zonal method (Hottel and 
Sarofim, 1967); geometric factors (Chang and Rhee, 1983), 
etc. An additional difficulty of the problem may be the lack of 
proper mathematical form to express the in-combustor 
distribution that facilitates its transformation into in-optical 
path distribution. Literature reveals (Takekuchi and Senda, 
1983; Kuo et al., 1985) that the nonaxisymmetric plumes may 
be described by the following equation: 

F=f exp (-ap-b<j>2~cz2) (2) 

where F may represent either fuel/air ratio or soot and 
gaseous species, e.g., C 0 2 or H 2 0 ; and/ , a, b, c are constants 
to be determined by either experimental or computational 
means. In spite of its macroscopic form, the equation shows to 
a great extent in a simple form the hitherto-found physical 
phenomena of the spray plume (Chang and Rhee, 1986). Note 
that the distribution terms in equation (2) may be replaced by 
either a normal (also a skewed normal) distribution or an ex
ponential term. The present paper reports a new coordinate 
transformation method of the in-combustor species distribu
tion into in-optical path distributions. 

Method 
The new transformation is carried out by employing two 

sets of coordinate systems, i.e., a cylindrical coordinate (p, </>, 
z) centered at the reference location, such as injection nozzle 
hole, 0, for describing the plume and a spherical coordinate (r, 
6, J) for expressing the same plume with respect to the location 
through which the radiation heat transfer is considered, which 
is hereafter called a detector D (Fig. 1). In reporting the 
method, two cases of transformation are discussed: point-to-
point and distribution equation-to-distribution equation 
transformations. The former is considered for use when some 
discrete point data are available to find the distribution with 
respect to the detector. The latter method is thought out for 
transforming the plume equation in a nozzle coordinate, e.g., 
equation (2), into in-optical path distributions within the 
hemispherical volume faced by the detector. 

(1) Point-to-Point Transformation. Two cases are 
separately considered, as follows: 

Mutually Parallel Coordinates. Referring to Fig. 1(A) and 
identifying the location of a detector in X coordinates at (xld, 
xidi x3d)> a n d in C coordinates at (pd, 4>d, zd), a series of 
transformations are performed to obtain 

p2 = r2 s'm26 + 2 r pd sin 6 cos (<$>d +1) + p2
d 

4> = tan " ' [{pd sin <f>d — r sin d sin f) / 

(pd cos <$>d + r sin d cos f)l» z = zd — r cos 6 (3) 

where p2
d = x\d + x\d, cj>d = tan"1 (x2d/xlcl), and zd = x3d. 

Note that <j> = t an - 1 (x2/xl)ifxl > 0, 4> = t a n - 1 (x2/x{) + •w 
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effect of the gap between sink rows and the effect of the sink-
to-shroud gap. An extension of the model uses measured air 
temperatures between sink rows to change the reference 
temperature for each row and allow boundary layer develop
ment to start over in each row. It shows that any enhancement 
due to regrowth of boundary layers is more than offset by the 
inhibiting effect of the increased ambient temperature of the 
cooling air. Quantifying the enhancement is a complex task 
beyond the scope of a one-dimensional analysis. For the 
geometries under consideration in this study, such effects are 
not of major consequence for proper deployment of heat 
sinks. 
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A Coordinate Transformation Method for Radiation 
Heat Transfer Prediction in Soot-Laden Combustion 
Products 
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Nomenclature 
e = Plank's emissive power 
F = species distribution function 
/ = soot volume fraction or transforma

tion function 
/ = radiation intensity 

R = radius of the nozzle hole 
t = time 
v = velocity 
a = constant for plume injection speed 
6 = angle of spray plume with respect to 

* i 
K = volumetric absorption coefficient 
X = wavelength 
$ = transformation function 
0 = angular speed or solid angle 

Subscripts 

b = blackbody 
d = detector 
in = inclined 
o = constant or foot of optical path 
5 = specified 
u = unparallel 
X = spectral 
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Introduction 
To solve the governing equation of radiation heat transfer 

shown below for analysis of thermal load in a combustor hav
ing soot-laden flames, we assume that the distribution of its 
optically participating species is given with respect to a 
reference location (in-combustor distribution) 

h(r) = \r° ^ ^ - e 6 X e x p ( - j ' K^(r")dr")dr' (1) 

In finding the solution to this equation, difficulties are faced 
including those stemming from determination of the species 
distribution along the individual optical paths (in-optical path 
distribution) and use of such transformed information for im
plementing equation (1). Due to the complexity of the 
problem, several approximation methods were employed in 
the previous studies, namely the Monte-Carlo method 
(Steward and Cannon, 1971); the zonal method (Hottel and 
Sarofim, 1967); geometric factors (Chang and Rhee, 1983), 
etc. An additional difficulty of the problem may be the lack of 
proper mathematical form to express the in-combustor 
distribution that facilitates its transformation into in-optical 
path distribution. Literature reveals (Takekuchi and Senda, 
1983; Kuo et al., 1985) that the nonaxisymmetric plumes may 
be described by the following equation: 

F=f exp (-ap-b<j>2~cz2) (2) 

where F may represent either fuel/air ratio or soot and 
gaseous species, e.g., C 0 2 or H 2 0 ; and/ , a, b, c are constants 
to be determined by either experimental or computational 
means. In spite of its macroscopic form, the equation shows to 
a great extent in a simple form the hitherto-found physical 
phenomena of the spray plume (Chang and Rhee, 1986). Note 
that the distribution terms in equation (2) may be replaced by 
either a normal (also a skewed normal) distribution or an ex
ponential term. The present paper reports a new coordinate 
transformation method of the in-combustor species distribu
tion into in-optical path distributions. 

Method 
The new transformation is carried out by employing two 

sets of coordinate systems, i.e., a cylindrical coordinate (p, </>, 
z) centered at the reference location, such as injection nozzle 
hole, 0, for describing the plume and a spherical coordinate (r, 
6, J) for expressing the same plume with respect to the location 
through which the radiation heat transfer is considered, which 
is hereafter called a detector D (Fig. 1). In reporting the 
method, two cases of transformation are discussed: point-to-
point and distribution equation-to-distribution equation 
transformations. The former is considered for use when some 
discrete point data are available to find the distribution with 
respect to the detector. The latter method is thought out for 
transforming the plume equation in a nozzle coordinate, e.g., 
equation (2), into in-optical path distributions within the 
hemispherical volume faced by the detector. 

(1) Point-to-Point Transformation. Two cases are 
separately considered, as follows: 

Mutually Parallel Coordinates. Referring to Fig. 1(A) and 
identifying the location of a detector in X coordinates at (xld, 
xidi x3d)> a n d in C coordinates at (pd, 4>d, zd), a series of 
transformations are performed to obtain 

p2 = r2 s'm26 + 2 r pd sin 6 cos (<$>d +1) + p2
d 

4> = tan " ' [{pd sin <f>d — r sin d sin f) / 

(pd cos <$>d + r sin d cos f)l» z = zd — r cos 6 (3) 

where p2
d = x\d + x\d, cj>d = tan"1 (x2d/xlcl), and zd = x3d. 

Note that <j> = t an - 1 (x2/xl)ifxl > 0, 4> = t a n - 1 (x2/x{) + •w 
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Fig. 1 Location of detectors with respect to flame plume: (A) parallel 
coordinate and (B) unparallel coordinate 

if Xi < 0 and x2 > 0, and <j> = tan^1 (x2/x,) - ir if xx < 0 
and x2 < 0. 

Mutually Unparallel Coordinates. Since in many practical 
systems, the fuel is injected into the combustion chamber at an 
angle 0,„, equation (3) is not directly applicable for the pur
pose; an additional coordinate having an angle of 6in with 
respect to the Xcoordinate is introduced, i.e., U{ux, u2, u3). 
This leads to an expression of the detector's location, initially 
shown by unparallel coordinate system, i.e., D(pud, dlld, zud), 
in terms of the parallel coordinate system D(pd, 6d, zd) as 

Pd= (Pud cos 0,„ cos 4>ud-zud sin eir,)
2+p2

ud + sm24>ud 

(j>d = tm~i[(pud sin <t>ud)/(pud cos dj„ cos <j>ud zud sin (?,-„)] 
and 

Zd=pud sin ein cos <t>ud+zud cos 0,„ (4) 

Another look at Fig. 1(2?) suggests that for the expression of 
the plume, a transformation of X coordinate to U coordinate 
can be made in the same way as that of Y coordinate to U' 
coordinate having elements (u[, u2, w3'). Consequently, point 
information along a path r, identified by using the parallel 
coordinate S(r, d, f), can be expressed for the unparallel coor
dinate Su(ru, 0„, f„): 

0 = cos-1 [-sin 0„ cos f„ sin 0,„ + cos 0„ cos 0,„] 

f= tan"1 [sin 0„ sin f„/(sin 0„ cos f„ cos 0,„ 

+ cos0„ sin6/n)] (5) 
In summary, the result is obtained by introducing equations 
(4) and (5) into equation (3). 

2 Distribution-to-Dislribution Transformation. In order 
to transform an in-combustor distribution into in-optical path 
distributions, the Taylor method was used, since it facilitates 
the solution of equation (1), and the accuracy for the cases 
analyzed in the present work was found to be within a few per
cent upon truncation of terms beyond the second order of the 
series. Note that the present method approximates only the 
mathematical maneuvering, unlike the methods that approx
imated the physical phenomena, e.g., the zonal method. This 
method is applied at first to a case without swirl motion in the 
combustion chamber: 

p terms: 
Defining x = r sin d/pd, A = cos(<|!>d + f) and/ = p/pd, p in 
equation (3) can be expressed by using the series expansion, 
for x = Xj + e and e <3C 1, as 

/ (x)=/ (x ; )+/ ' (x , )e+/"e 2 /2 

wheref(Xi) = (1 + 2Ax, + xj)l/2,f (x,) = (A + *,-)//, and 
fix,) = [/*(*/) - (A + x^Vf. Since e = x - x,,/(x) 
may be expressed as 

f(x) =p/pd =/0 +flx+f2x
2 (6) 

where/0 = f(x,) - / ' (x,) x,- + f" (x,) xj/2,/, = / ' (x,) -
/ " (X,) x„ and/2 = / " (x,)/2. Note that for x » 1 , / = plpd 
= x + A. 

4> terms: 
In equation (3), putting/(x) = tan W>) = (sin <j>d — x sin 

f)/(cos 4>d + x cos f), one obtains 

/ ' (x) = - sm(4>d + f)/(cos (j>d+x cos f)2 

/ " (x) = -If (x) cos f/(cos 4>d + x cos J) 

4>(x) = tan -1/, 

</>'(x) = / ' / ( l + / ) , and 

V(x) = [ - 2 / / ' 2 + (l +f)f"]/(l +fi)2 

Note that for cos <j>d + xcos f = 0, 4>(x) = ± TT/2, 4>' (X) = 
-cos2f/sin(<£rf + f), and <j>" = 0. Forx = x, + e and e « 1, 
4>(x) may be written as 4>(x) = 0(x,) + 4>' (x,) e + 4>" (x,) 
e2/2. 

In view of equation (2), one defines $(x) = <l>2(x) to 
rewrite 

* ( x ) = * ( * , - ) + * ' ( x ( - ) + * " ( x , - ) e 2 / 2 

where * '(x) = 2$(x,) $'(x,) and$"(x) = 2$(x;) 4>" (xt) 
+ 2(j>'2 (x,). Further, since e = x — xh $ may be expressed as 

<f>(x)=<£2(x)=*0 + <M+*2*2 (7) 
where *0 = *(x,) - * ' (x,) x,- + *" (x,) x2/2, *! = *(x,) 
- *" (x,) xit and *2 = *" (x,)/2. Note that forx » 1, <j>(x) 
= - f, or*(x) = f2. 

Z terms: 
The following is obtained for z terms from equation (3): 

z2=zd = 2zdr cos 6 + r2 cos20 (8) 
By substituting terms in equation (2) with equations (6), (7), 
and (8), one obtains 

F=fdzxp{-[(r-r0)/rJ2} (9) 
where fd = / exp {-(a{ - b\/Ac{)], r0 = b{/2cu rw = 
(cj~m, a{ = aPo + M 0 + czd, bx = - [ap! + H\\ sin 
0/pd + 2 czd cos 0, and cx = [ap2 + **2l s i n 2 ^/Pd + c cos2^. 

When the above results are used in solving equation (1), an 
exact analytical solution was obtainable for both optically thin 
and optically thick media; one for the optically medially thin 
medium, however, was accessible by using a numerical 
method (Chang and Rhee, 1986; Chang et al., 1985). 
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Fig. 2 Directional radiation intensity at injection nozzle, computed for 
varied zenith angles 

In a combustor having gas swirl, the plume is accordingly 
bent. In order to take into account the bending of spray in the 
analysis of radiation heat transfer, the two cases that were 
proposed in the literature are considered: When the droplets 
move at constant axial velocity and angular speed in swirl, a 
point information at a location (p, </>, z) of no-swirl condition 
is located at (p, </> + 4>s,z), due to the swirl during a period of 
time At, according to </>s = (QAy)p. 

The transformation of such a bent plume is exactly the same 
as in the no-swirl case except for a new set of equations in <j> 
terms. They are 

$(*,) =^2(x,.) 

*'(*,•) =2iH*,.W (•*,-), a n d 

* " (*,.) =2t(xiH" (x,) + 2 *'*(*,) (10) 

where OH*,) = <t>(x,) - <M*,), ^ ' ( x ; ) = <£'(*,) - <&(*,-), 
ip"{Xj) = 4>"(Xi) - 4>"(X;),4>s = (Pi + 2p2x)(Q/u /),and<£; 
= 2p2(Q/u /). 

When the droplets move at a specified axial speed (Melton, 
1981), e.g., Vf = vs/{\ + ap) where vs is the exit velocity of 
the fuel droplet at the nozzle, a is about 0.085/i^, and Rs is 
the radius of the nozzle hole, a result can be obtained as 

<t>s =(Qp/vs){l + ap/2) 

4>i = ( — ) ( l + a p ) p ' 

*; = (—W'2 + ( l + a p ) p " l (11) 

Substituting the respective terms in equation (11) into equa

tion (10), the coordinate transformation of the above bending 
flame plume can be achieved. 

An Example of Application 
The present technique can be employed to compute the in

dividual directional radiation intensity, / (p, 4>, z), as reported 
here (Fig. 2) in terms of a normalized form I/Ib, where Ib = 
oT^/ir, a = 5.670 X 10~8 W/m2K4, and Tr = 2400 K. The 
computation was made for a spray plume having species 
distribution in equation (8) with / for soot, H 2 0 , C 0 2 , and 
burned fuel (C10H34)/air ratio, 8 x 10~16, 0.01, 0.001, and 
1.0, respectively; the distribution constants, a, b, and c are 
0.6, 2.36, and 2.0, respectively. Among the significance of 
results in Fig. 2 is that they may be used for evaluating a radia
tion measurement method that employs a recessed mount (at 
either the square angle or inclined angle) of heat flux probe 
with a quartz window in front to eliminate convective heat 
transfer (Ebersole et al., 1963). When the species distribution 
in the combustion chamber is not uniform as in the present 
case, it was considered that the measurement could, by even 
some inclined mounting of probe (or optical path with respect 
to the normal of the surface), i.e., variation in 6 at the detector 
D, be significantly affected. 
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